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THE NRL PHASE-LOCKED GYROTRON OSCILLATOR
PROGRAM FOR SDIO/IST

I. Introduction

This report is for the second year of the SDIO/IST project

on high power phase-locked oscillators at the U. S. Naval

Research Laboratory. We preface the actual report of progress

with a brief discussion of the options available for a large

scale phased array and a discussion of the reasons that such

would be of interest for strategic defense.

There are three types of architecture available for a large

scale phased array. These are architectures based on

amplifiers, weakly driven phase-locked oscillators, and on

strongly driven phase-locked oscillators. All other things

being equal, amplifiers are the preferred choice since the high

power source is the slave of the low power driver as regards

both amplitude and phase. If the technological challenges in

building an amplifier prove to be too difficult, the next choice

is the weakly driven phase-locked oscillator. Here, the tubes

oscillate on their own; however, their phases can be controlled

by inputting a low power signal. It is important to note that

in the weakly driven phase-locked oscillator, power flows only

from the low power control to the high power oscillator, and not

vice versa. Thus, as in the case of an amplifier, the control

is isolated from the oscillator, and if a phased array is made,

the oscillators are isolated from each other. The last type of

architecture which we consider is that of the strongly coupled
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oscillator. In this case, two oscillators of equal strength

phase lock each other. This is, of course, the analog of

Huygen's observation that two clocks (oscillators of equal

strength) will synchronize each other when placed on the same

wall. Note that in this case, the power flows equally between

the oscillators, and neither is isolated from the other. In a

large scale phased array, the synchronization would undoubtedly

be very complicated and take a very long time to achieve, since

there are many possible cross communicacion channels. This

problem of synchronization of strongly coupled oscillators gets

very much into the area of chaos, on which so much fascinating

work has been done lately. Schematics of the three basic types

of architecture are shown in Figs. 1.1, 1.2, and 1.3.

We now discuss the possible applications of such phase

controlled sources and arrays to strategic defense. The first

potential application is to directed energy at very high power.

Consider, for example, an array of 1000 Gigawatt sources spre3d

out so that the effective antenna area is 100 km2 . This would

irradiate a target at a range of 1000 km with an irradiance of

106W/cm2. (Notice that such a large antenna focuses the

radiation to a spot considerably smaller than the antenna

itself, so that at the antenna, the irradiance on the antenna

would be considerably less than the atmospheric breakdown

limit.) To build such an array with today's technology, the

most likely approach would be to use SLAC klystrons.1 These are
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amplifiers and have been built at a frequency of 3 GHz, a power

of 150 MW, an efficiency of 50% and a pulse length of 1 psec.

The authors of Ref. 1 claim that the power in the tube can be

upgraded to 700 MW, so that as far as tube power goes, today's

technology can take us just about where we want to go.

The opinion of the NRL group is that the role for innovative

technology is to extend this capability, to the extent possible,

to higher frequencies. For the large phased array for directed

energy, this would reduce the antenna size, and thereby reduce

the cost and complexity of the system considerably. For

instance, at 10 GHz, the antenna size would go down to 3 km on a

side, and at 30 GHz, it would further shrink to 1 km on a side.

In going to higher frequency, the temptation might be to use

a klystron. However, a klystron has very unfavorable scaling

with frequency. The scaling usually invoked is P - f-5 /2 , so

tnat at, say 30 GHz, the SLAC klystron of Ref. 1 would scale to

a power of 2 MW. It could then be argued that the most prudent

technique would be to develop a high ?-wer amplifier at high

frequency. However, experience has shown that at high

frequency, amplifiers are much more difficult to build than

oscillators. Even in fundamental mode, it is difficult to

suppress oscillation if the radiation can make many round trips

in the structure. As thp syztem gets more and more overmoded,

suppressing spurious oscillation in every possible mode just

becomes extraordinarily more difficult. Unlike a conventional
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klybtLon, for which the beam has no free energy in the absence

of an input signal, nearly every source proposed for high

frequency does have free energy to drive oscillation in the

absence of an input signal. Thus, there is an even greater

tendency for the cavity to oscillate, particularly at the large

volume cavities necessary for high power.

Since oscillation is so difficult to prevent at high power

and high frequency, the logical strategy is to use this

oscillation, but to phase-lock it, rather than avoid it. Thus,

the strategy of the NRL program is to investigate the innovative

technology of high power, high frequency phase-locked

oscillators. In order to control the phase, the idea is to use

a low power signal in, for instance, a prebunching cavity and

develop a weakly coupled phase-locked oscillator. This low

power input signal would then be injected into a much smaller

size, much more dissipative prebunching cavity, which would not

oscillate on its own. We close this discussion by noting that

two very powerful free electron laser amplifiers were developed

millimeter waves; the LLNL FEL, which gencrated in excess of 1

GW at a frequency of 35 GHz 2 , and the NRL FEL, which generated

about 20 MW at the same frequency.' However, each of these

amplified only a very short pulse, shorter than the round trip

pulse time in the device. Thus it is not known whether these

amplifiers could operate at long pulse.
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We now discuss additional applications of the weakly driven,

high frequency phase-locked oscillator. First, we consider the

disruption of enemy satellite comminications. Disrupting a

single satellite could provide tremendous leverage in a war or

short of war situation, as many different communications are

channeled through one satellite. The satellite does not have to

be burned out, and, in fact, the data rate it transmits can be

given only a small bit error rate to make the transmitted data

useless. Furthermore, clock signals can be disrupted and thrown

off by high power microwave interference. This error could

throw off all positioning and navigational signals transmitted

by that satellite to a large number enemy strategic and/or

tactical assets.

Consider a ship based array of 300 sources, each at a power

of 100 kW, and each at a frequency of 100 GHz, radiated through

a 25 meter phased array. On a LEO satellite, this would give an

irradiance of 10 W/cm 2 , while on a geosynchronous satellite, it

would give an irradiance of 2xlO-4 W/cm 2
. Since geosynchronous

satellites have antenna areas of typically 106 cm2 , the input

power would be about 200 watts assuming a flat frequency

response of the antenna. In Fig. 1.4 is shown the response of a

Lypical filter set for 1.7 GHz. Notice that even with the 60 db

attenuation between 1.7 and 10 GHz, Lhe 200 watt signal

(attenuated by 60 db) would still swamp anything the receiver

would normally see. However, above 10 GHz, the filter
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attenuation is typically 20-30 db, so the satellite would be

even easier to disrupt. To make things easier, one could use

intermodulation, that is, irradiate the satellite with two high

frequency signals whose difference frequency corresponds to some

natural frequency in the satellite. If this natural frequency

is the transmitted frequency, it is easy to determine. If it is

the I.F., we note that for U. S. satellites, the intermediate

frequency is often published in the unclassified literature. We

assume such information is available also for Soviet satellites.

By going to millimeter waves, and a ship based system, one

could have the ultimate in surreptitious disruption of a

satellite communication system. For frequencies 0 < f <50 GHz,

and 70 < f < 110 GHz, the one way attenuation through the

atmosphere is less than 2 db, as long as the angle to the

horizon is greater than 30 degrees. At higher angles, the

frequency window can be increased considerably. However, these

frequencies strongly attenuate at sea level, so there is almost

no way that such a disrupter could be detected. By having the

disrupter on more than one mobile source, for instance, on

several ships, the problem of high frequency propagation through

bad weather is minimized.

It is interesting to note that the Soviets already have a

fleet of about 30 ships which could have this capability. In

Fig. 1.5 is shown a picture of the Kosmonavt Yuri Gagarin. The

Soviets say that these ships are for satellite tracking, but if
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they also have a transmit function, they could have the

potential of disrupting our own satellite communications also.

Another potential application of the high power, high

frequency weakly coupled phase-locked oscillator is a space

based radar. Here the high frequency has two important

advantages; first, it implies a more tightly focused beam, so

that the radar can give better spatial resolution, and second,

at a frequency of 60 GHz, and above 120 GHz, the atmosphere is

opaque, so interference from the ground is not possible.

Virtually any radar more than the very simplest must have phase

control to separate moving targets, form images, provide range

resolution, etc.

A question is whether a phase-locked oscillator can provide

the bandwidth necessary for a space based radar. While wide

frequency separation might be required from pulse to pulse, and

this could be achieved by using more than one oscillator, one of

the most stressing bandwidth requirements in a single pulse is

the requirement for range resolution. Generally if the pulse

has bandwidth A f, the range resolution A R is given roughly by

AR= c/A f.

Thus, for three meter range resolution, the required bandwidth is

about 50 MHz. The bandwidth of a phase-locked oscillator is

generally some fraction of its frequency. For instance the Adler

relation gives
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Lf/f = (1/Q)x(P1 ,/Po t )t /2

where Pin is the input locking power and Po,. is the oscillator

power. Typically then 6f/f _ 10 - 3
, so that by using a phase-

locked oscillator at high frequency, the bandwidth should be

sufficient for space based radar applications.

We next consider the last architecture we have considered,

the strongly coupled oscillators. The rationale for the strongly

coupled oscillators must be that, just as an amplifier might be

too difficult and thereby force one into a weakly coupled phase-

locked oscillators, the weakly coupled phase-locked oscillator

itself might be too difficult. For instance, at the gigawatt

power level and at high frequency, the input driver itself could

be a considerable technical challenge. Furthermore, a

multigigawatt beam might just be too powerful to pass through,

for instance, a prebunching cavity which is itself stable. Thus,

if one could simply make the oscillators, link them together and

have them self phase lock, there could be a considerable

simplification. we point out that very little is known about the

actual locking mechanism of a large number of self coupled

oscillators. For instance, how would one electronically control

each phase at the high power operation? Even if this can be

done, how long will it take to achieve locking? If we consider

the large array, if the array is three kilometers on a side, the

one way transit time across it at the speed of light is 10
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microseconds; it seems certain that the locking time would be

ruch longer than this. Thus, the strongly coupled phase-locked

oscillators do not seem well matched for a large scale array.

For the satellite disrupter, the power of the individual

source is small enough that it is likely that a weakly coupled

phase-locked oscillator would work. For the space based radar,

an array is not necessarily needed, just accurate phase control

of single high power (100 kW-i MW) source. Thus, the strongly

coupled oscillators do not appear to have any relevance to these

SDIO missions either.

The principal application of the strongly coupled

oscillators, it seems to us, is that it would allow one to

utilize the full current capability of a pulse power accelerator.

For instance, such accelerators typically have the capability of

generating hundreds of kiloamps. However, the limiting beam

current which can propagate is limited by the Alfven current, at

best, tens of kiloamps. For a tube like a gyrotron, which relies

on giving the beam transverse energy, the current limit is

considerably less, typically around ten kiloamps. However, by

putting more than one tube on an accelerator plate, one can

propagate, say, 10 kiloamps in each, and thereby utilize much

more of the current capability of the accelerator. It is

important that these tubes phase lock each other in order that

the output radiation is reproducible from shot to shot, and that

the target is irradiated with a predictable radiation pattern.
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Thus for the strongly coupled oscillators, it is less important

for them to work in a large array, than it is for them to work as

a small array of, say, ten or fewer elements. One could even

envision a hybrid architecture for the large array. For

instance, in Fig. 1.2 each building could be a strongly coupled

array of, say, ten individual oscillators, whose overall phase is

controlled at low power by the central control.

The NRL SDIO/IST program in phase-locked'oscillators is set

up to examine the crucial issues regarding high power (hundreds

of megawatts to one gigawatt) phase-locked oscillators at high

frequency. The program is now set up on two tracks. The first

is to develop a weakly coupled phase-locked oscillator at high

frequency and at high power in a very overmoded cavity. The

second is to develop two or more strongly coupled oscillators

which phase lock each other. Each track has subtracks leading up

to the final result, and at least one subtrack (a high power free

running oscillator) is common to both tracks.

The first track has, as its end point, the development of a

weakly coupled phase-locked oscillator at the hundreds of

megawatt to one gigawatt level which utilizes a TE1 3 mode in the

main oscillator cavity. The TE1 3 mode appears to us to be about

as overmoded as it is prudent to go while both controlling the

mode in the main cavity and stabilizing the orebunching cavity to

all competing modes while also externally exciting the desired

mode. Since we anticipate that the gain will not be much more
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than 30 db between locking signal and main oscillator power, an

input signal of about 1 MW is required. This forces us to

operate the main cavity at X-band, where the input source is

readily available. We emphasize, however, that this is the main

reason to operate at X-band rather than at higher frequency where

we have typically operated in the past.

There are three separate subtasks leading up to this end

point. First of all, there is the development of a free running

oscillator in a standing TE1 3 mode. These experiments are being

done at a frequency of 35 GHz and have achieved a power of 35-40

MW with a beam voltage of about 750 kV, current of about 2-3 kA

on the NRL compact febetron accelerator. Follow up experiments

at higher voltage and current are underway on the VEBA

accelerator. The mode is generated in a standing pattern by the

use of axial slots in the cavity wall. The second is the

development of a low power phase-locked oscillator in a TE1 3

cavity mode with the use of a prebunching cavity. This has been

designed, virtually all of the parts are in, and is being set up.

The frequency is 85 GHz, and the anticipated power is about 50-

100 kW. These experiments utilize a thermionic electron gun

which is capable of high reprate. Although this will serve as a

prototype for the high power oscillator, we also note that it

could have direct relevance to both the satellite disrupter and

the space based radar. If successful, it will be, by far, the

most powerful compact source in this frequency range. The third
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subtask is the development of a fundamental mode three cavity

phase-locked oscillator at a frequency of 35 GHz and an

anticipated power of of 1-10 MW. This experiment will also be

done on the VEBA facility and it should give the necessary

experience in diagnosing phase locking at power and high

frequency on a single shot experiment.

The second track which the project is on is the development

of two strongly coupled phase-locked oscillators. These will

operate in the TE62 mode, a mode which we have had good success

with in the free running oscillator. This mode has achieved 100

MW when run on the febetron, and on VEBA experiments which are

still underway, it has achieved more than 200 MW. One potential

option for the program could be to increase the power by

operating in yet a higher order mode, say a TE1 ,,. However, we

have not pursued this option. Doing so would require re-

engineering large parts of the tube, and we felt that the limited

resources available would be more effectively utilized in

examining phase locking issues in cavity mode with which we have

had experience. The next phase of this track of the program will

be the linking of two free running oscillators to investigate

under what conditions they will self lock.

The remainder of this report is divided into seven sections

which will examine progress on theoretical issues, the low power

experiment, the free running TE1 3 oscillator, the VEBA gyrotron

experiments, the design of the three cavity phase-locked

12



oscillator, the three cavity oscillator setup, and the strongly

coupled oscillator. There are five appendices which are reprints

and preprints of relevant published reports.
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AMPLIFIERS

THE HIGH POWER SOURCES ARE ISOLATED FROM EACH

OTHER AND ARE TOTALLY THE SLAVES OF THE LOW POWER

CENTRAL CONTROL REGARDING BOTH AMPLITUDE AND PHASE.
Fig. I.1. Architecture for a phased array based on amplifiers.
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DECOUPLED PHASE LOCKED OSCILLATORS

I I

II i
II III

II II x

I1 I1

-- -- --- k

THE HIGH POWER SOURCES ARE ISOLATED FROM EACH OTHER

BUT HAVE INDEPENDENT EXISTENCE. THEIR PHASES ARE

DETERMINED AT LOW POWER BY THE CENTRAL CONTROL.
Fig. 1.2. Architecture for a phased array based on weakly

coupled oscillators.
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STRONGLY COUPLED OSCILLATORS

THESE LOCK AND CONTROL EACH OTHER IN SOME COLLECTIVE

MANNER, CURRENTLY NOT WELL UNDERSTOOD.

Fig. 1.3. Architecture for a phased array based on strongly

coupled oscillators.
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Diplexer Above Band Response
Transmission J1 -- J4

S;21 log MAO
REF -13.44 dB
2 19.6 dB/

A MARR12
E.85 3H2

AA0!

4

START 1.700000000 GHz
STOP 18.000000000 GHz

Fig. 1.4. A filter response for 1.7-18 GHz showing the

transmission for frequencies far above the design

value.

18



-- - -

CL
0. 0

En~

- 00

4i4 6 L

00 4

M zV 4-)
V4 A

o CE 0 -

V)~,.

CL.

19



II. HIGH POWER GYROTRON THEORY

II.1 OVERVIEW OF THEORETICAL EFFORT

Theoretical research at NRL in support of the development of

high power phase-locked gyrotrons has recently emphasized the

the theory and simulation of driven gyrotron oscillators, the

design of cavities with axial slots to promote single mode

operation, and the simulation of transient effects in pulseline

accelerator gyrotrons with short, nonideal voltage waveforms.

This work has had a direct impact on the design and analysis of

the SDIO-IST high power phase-locked gyrotron experiments.

Considerable progress has been made on the theory of driven

gyrotron oscillators. An analytical theory of the multi-cavity

phase-locked oscillator based on a perturbation theory approach

has been published by Manheimer.' A reprint of this work, which

treats gyrotron operation in linearly polarized TEln modes and

accounts for beam velocity spread, is included in this report as

Appendix 1. The extension of this work to a realistic

nonlinear, time-dependent model of a gyrotron driven by an

external signal is essentially the topic of the following parts

of this Section. In this work phase-locking by both directly

injected radiation and by a driven prebunching cavity is

considered and comparisons made. The accuracy of the

perturbation theory approach to phase-locking with a prebunching

20



cavity is investigated. The theory for direct injection phase-

locking can be extended to the simulation of coupled gyrotron

oscillators.

The control of mode competition is a fundamental issue for

overmoded high power gyrotrons. The use of axial slots to

promote stable operation in the TE1 3 mode was recently

demonstrated at NRL as discussed in Section IV. The design of

the slotted cavities used in this experiment required the

calculation of the mode and slot angle dependent Q factor due to

the slots. A powerful boundary integral method for computing

transverse eigenfunctions of slotted gyrotron cavities with

arbitrary cross sections was developed for this purpose by

McDonald, Finn, Read and Manheimer.2  A reprint of this paper is

included as Appendix 2 of this Report.

Prior to the theory developed in this Section which

emphasizes the relation between analytical and fully nonlinear

theories of driven oscillators, a related slow-time-scale (STS),

time-dependent, multimode theory was derived by Fliflet, Lee,

Manheimer and Ott3 for free-running oscillators and oscillators

driven by prebunching cavities. Reference 3 is included in this

report as Appendix 3. This work shows the feasibility and

effect of phase-locking a gyrotron with a voltage ripple, an

important issue for intense-beam gyrotrons. A comparison

between the NRL STS time-dependent simulation code and the fast-

time-scale particle simulation code developed by A.T. Lin at
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UCLA has been carried out for an intense beam gyrotron.4  The

configuration modeled in this work, which is included as

Appendix 4 of this Report, was the NRL 35 GHz, 100 MW Febetron-

gyrotron experiment which is known to be dominated by

nonstationary effects. 5 This joint UCLA-NRL theory effort

provides an important validation of both codes for the single

operating mode case. The UCLA particle code also shows

interesting multimode and e-beam transit time effects which

warrant further investigation.
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11.2 INTRODUCTION TO THE THEORY OF DRIVEN GYROTRON OSCILLATORS

There is currently considerable interest in the development

of high power phase-locked gyrotron oscillators. These devices

have the potential to combine the high efficiency and power

associated with oscillators with the coherence and phase control

properties associated with amplifiers. Although previous

theoretical work on steady-state gyrotron operation 6-1 3 has been

successfully applied to the development of cw devices for

heating of tokamak plasmas, the investigation of the phase

locking of gyrotron oscillators driven by external signals has

received much less attention. A consideration of the

properties of driven oscillators necessarily involves the study

of non-stationary operation. Time depen'--* effects can be

studied using a particle-in-cell :imulation code of the type

developed by Lin and co-workers.14 In this work an alternative

nonlinear, slow-time-scale approach is used to study time-

dependent effects in driven oscillators. Under certain

approximations analytical estimates of such quantities as the

locking bandwidth are obtained. For example, Adler's relation,5

is recovered for the case of phase locking by direct injection

of radiation at the cavity output.

The time-dependent theory of gyrotrons has been considered

by Nusinovich and co-workers, 16 ,17 mainly in the context of

multimode operation and mode stability. A time-dependent
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multimode theory of quasi-optical gyrotrons has been developed

by Bondeson et al. 1 8 Early work on mode selection and phase-

locking of vacuum tube oscillators was carried out by Van der

Pol"9 and Adler.1 5 An analytical theory of the conditions for

phase-locking gyrotrons has been presented by Manheimer. 1 ,20

The present work extends the theoretical approach developed by

Manheimer to the nonlinear regime and incorporates slow-time-

scale (STS) gyrotron dynamics.

The time dependent theory of driven gyrotron oscillators

derived in this work is based on slow-time-scale equations for

the electron motion similar to those used in steady-state

models.1 2 ,2 1  Slow-time-scale equations for the cavity rf field

amplitude are obtained by expressing the time-dependent behavior

relative to a reference frequency w. which is close to the

operating frequency w. The fact that the electron transit time

through the cavity is short compared to the radiation field

risetime is also exploited. The external signal is introduced

either directly into the cavity output or via a beam prebunching

cavity. Two approaches are investigated for the case of phase-

locking with a prebunching cavity. In the first the induced ac

current density due to the prebunching cavity is treated as a

small perturbation on the ac current density in the oscillator.

In this approach, which follows the work of Manheimer,' the

equations for the time-dependent wave amplitude and phase are

similar in structure to the equations for gyrotrons driven by
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direct injection and lead to a simple analytical estimate of the

locking bandwidth. The accuracy of the perturbation approach is

investigated by comparing it with the results of the second
approach in which the beam prebunching is introduced in the

initial conditions for integrating t'-e "uations-of-motion.

This approach is well-known in the analysis of gyro-klystons.2 2

The theory is applied to a high voltage gyrotron configuration

similar to the NRL high voltage gyrotron experiment. 5

The next part of this section of this paper describes the

theoretical approach. The following part contains the results

of calculations and the last part presents conclusions drawn

from this research.
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II.3 PHASE-LOCKED OSCILLATOR THEORY

Consider a gyrotron with a cylindrical resonator and a thin

annular beam. The electrons follow helical trajectories in the

applied axial magnetic field about guiding centers located at a

radius R. from the symmetry axis. The electron beam interacts

with a TE resonator mode which is assumed to be near cutoff. It

is convenient to look at time dependent effects which remain

after a reference frequency w, has been factored out. These

effects are characterized by time scales which are much longer

than the wave period and are incorporated in a time dependent

mode profile function f(z,t). Using complex notation, the

transverse electric field is expressed in the form:

Et  = f(z,t)en(r,e;z)exp(-iwt) (1)

where e n is a transverse mode vector function defined in Ref. 21.

The transverse electric field satisfies the wave equation:

1 a2 Et i
E Po - (2)

c 2  3t 2  at

where Jt is the transverse ac current density, c is the speed of

light and p, is the permeability of free space. MKS units are

used throughout except as noted.

There are two methods of phase-locking gyrotron oscillators:

direct injection of a locking signal or by means of a modulated
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electron beam produced by a prebunching cavity. In the case of

direct injection of radiation the wave amplitude function at the

cavity output can be expressed in the form:

f(z,t) = A(t)e i [ k z z-*(t)] + ae- ik z z  (3)

where the first term on the right hand side of Eq.(3) represents

the time-dependent oscillator output (an outgoing wave with

amplitude A and wavenumber k,,; * is a slowly varying phase) and

the second term represents a constant amplitude incoming wave

with frequency w, due to the external signal. In the case of

beam premodulation via a bunching cavity, the ac current density

can be viewed as having two parts:

it = J + SJ (4)

where J is generated by the electric field in the oscillator

cavity and 6J is the current density generated in the prebunching

cavity. It is convenient to express the rf current density in

the approximate form:
12

Jt=(Jw + 6J,)exp(-iw,,t) (5)

where
2n iWo t

JW = o d(wot) J e (6)

0
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and similarly for 6J.. Substituting Eqs.(1) and (5) into Eq.(2),

noting that af/3t<< wf, multiplying by en*, and integrating over

the resonator cross section one obtains:

(A)" 2 - ' (A°)2 ~~t 0

S--+ + 2i-= -iW, da en.(Ju+J)
I. c 2  c 2  at J (7d

where wo is the cut-off frequency of the resonant mode in the

cavity.

To obtain slow-time-scale equations for a gyrotron

oscillator driven by an external signal, multiply Eq.(7) by f*

and multiply the complex conjugate of Eq.(7) by f. Then first

add and then subtract the resulting equations, and integrate the

sum or difference over the axial extent of the cavity. The sum

leads to:

L 2 f 92 f* W2 fW Wo af 6f*
dz - + f- + 2 f* + 2i-(f'- - f--) =

J Laz 2  az2  c2  c2  at st

-iP o (A.dadz [f*e.(J+68J) - fe.(J*+6Jw)] (8a)
V

where V denotes integration over the cavity volume. The

difference leads to:
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L a2 f a2 f. a IfI 1
dz - - f- + 2i- -
0 az2  Bz2  c 2  at

-1#,woJ'dadz [f* e*.-(jw+Sjw) + fe. (J +6j~) (8b)

AS will be shown, Eq.(8a) leads to an equation for the wave phase

and Eq.(8b) leads to an equation for the wave amplitude.

Integrating the first two terms on the right hand side of these

equations by parts leads to:

~,f,2 ! [L Z f 2 (w2_-w~o) o f 1

+ z -2 - + 2 If2 + 2i-(f*-- f-) -
az 0  az c2  c 2  at at

-iUocaodadz[f*e*.(J+Sj,) - fe.(J*+SJ,')] (9a)

and:

[ f af*1 L w. L alfi2
f*- _ f- + 2i- dz -

az az C2 0 at

-iuoc3O dadz[f'e*.(J,+SJ,) + fe.(J .+&J W) (9b)

V
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respectively. The first term on the left hand side of Eq.(9a) is

a boundary term which vanishes for a free running oscillator

because f4O at the cavity input (z-0) and Il=constant at the

cavity output (z-L) when there is only an outgoing wave. The

boundary term does not vanish when there is an external signal

incident at the cavity output, thus this term corresponds to

phase-locking by direct injection of radiation. The boundary

term in Eq.(9b) corresponds to the net power flow from the

cavity.

In the case of direct injection of radiation (the case of

phase-locking via beam prebunching is treated below), the

boundary term in Eq.(9a) can be written in the form:

aifl 2 L
= - 4kOA(t)Osin[2koL-(t)] (10a)

and the boundary term in Eq.(9b) can be written in the form:

[ f af 1 L
f* f- = 2ikzo(A(t) 2-0 2) (10b)

8z z o

where Eq.(3) has been used and the difference between k, and ko

has been neglected. The wave amplitude function inside the

cavity can written in the form:

f(z,t) = a(t)e-i*(t)h(z) (11)
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where h(z) is the axial profile function. In what follows, h(z)

will be assumed to have a gaussian foui : h(z)=exp[-(Kz)2 ],

centered at the cavity midpoint, where K. is the effective axial

wavenumber inside the cavity. Using Eq.(ll) in Eq.(9a) and (9b)

and substituting Eq.(10a) or (10b) for the boundary terms leads

to:

[ r o O
-4kOA(t)Osin[2koL-*(t)] + 2N a(t) 2 + 2-a(t)2  -

c2 c 2

-i/owoa(t) dadzh(z) e*.Je i - e.J *e- i] (12a)

from Eg.(9a); and

(Ao

2k, ,[A(t) 2 -0 2 ] + 4-a(t)a(t)N =

c
2

- u0 w0 a(t) dadzh(z) e J e i * + e.JW*e - i] (12b)
v

from Eq.(9b);

where:

N f zlhz)12 - (13)
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for a gaussian profile, and w,. is the cold cavity eigenfrequency

of the interacting mode.

To calculate the ac current density, the interaction with

the electron beam is treated in the single particle

approximation. A considerable simplification of the general time

dependent problem results if one uses the fact that the

characteristic rise time of fields in the resonator is much

longer than the electron transit time in the cavity. In this

case one can use a quasi-steady-state approximation in which the

electron trajectories are calculated for rf fields with fixed

amplitude, f(T.), and linearized phase, *n=*r(To)+w'(to)(T--T).

The slow-time-scale nonlinear electron equations of motion for an

electron in a thin annular beam interacting at a particular

harmonic with a single circularly polarized TE mode are readily

deduced from previous steady-state analyses 12 ,2 1 and are given

by:

dut Y[ u. dh A4l
= - - f J'(k Re [h +i- - )e (14a)

dz Uz y.d j

dA S Y sJsi (kt rL) uz  dh W2oU2
= Re[(h + i - - h

dz Uz ut kn rL Y o, dz sQK o y

e + o - - • (14b)
WO Y
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du,, ut [dh e-i[(A+*]c
- _ f J'(ktrL)Re 14c)
dz Uz Ow dz

where ut=yvt/c is the normalized transverse momentum amplitude,

u,-yv./c is the normalized axial momentum, A is a slowly varying

transverse momentum phase, s is the harmonic number, y is the

relativistic mass ratio, kt is the mode transverse wavenumber, rL

is the Larmor radius of the orbit, J, (J' ) is (the derivative of)

a regular Bessel function, 2 is the nonrelativistic cyclotron

frequency, and _f is the normalized rf field amplitude:

lel
-=x'n m-&ktRo ) a (15)

mo C
2

Quantities ,ith a ..... have been normalized according to:

z=z/rwo , rL-rL/rwo, 2=Qrwo/c, w0 =. 0 rw./c, and kn=knrwo- R.

denotes the orbit guiding center radius, e is the electron

charge, m. is the electron mass, m is the mode azimuthal index,

Xm' is a zero of J', and rwo is an arbitrary normalization

factor. The transverse TE mode normalization coeficient

Cn= [R [(Xn-m 2 ) Jm(x n ) (16)
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The ac current density is obtained by integrating Eqs.(14)

for an appropriate set of initial conditions at the cavity input

at zo . For a cold, phase-mixed electron beam: ut (z o )=u t o ,

u.(z. )-u20 , and A(z o )-A. is uniformly distributed in the interval

(0,2n]. For a thin annular beam the transverse ac current

density is given by

II

it - v t  (17)
V

z

Substitution of Eqs.(17) and (6) into Eqs.(12) and using the

prescription developed in previous work 1 2 leads to the following

equations for the time-dependent wave and phase:

-4koA(t)Osin[2k, L-,(t)] + 2N a(t) 2  + 2-a(t)2 --
C 2  C 2

(18a)
[L aijs ( kt rL) St

- -4,uIa0oC nJ ,_ ktRo )a(t) dzh(z)/ sin (A+ )
J0 r L u~z

from Eq.(12a); and, from Eq.(12b),
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2k, [A(t) 2 -02 ] + 4-a(t)a(t)N=
C
2

L 8 J (kt rL )IU t
)dzh(z) 5- O (+ 1 b

4 p I W0 Cmn Jm_ktR )a(t)) Jos A+W) (18b)
0 \ L r u A

where < >, denotes an average with respect to the variable a.

The cavity field amplitude can be related to the external field

amplitude via the output diffraction Q factor according to:

NW

A(t) - a(t) (19)
k Q c

Substituting Eq.(19) into Eqs.(18), the equations for the time-

dependent phase and amplitude can be written in the form:

ddzh(z) J (kt r, - sin(A+*)
d O0 U z ) A ,,

1 f
+ - sin[-#o ] (20a)
Q

df 1 f2 -2-fL2 d[" / Ut

-= + I dzhz) J(k t rL) - cos(A+% (20b)
d -r 2Q f J0 uz Ao

where AW,=W0o-Wro , § o=kzoL, fL is an effective field amplitude due

to the locking signal given by:
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le 2p.QP
fL r- xnfC, kJm_ ktRo ) (21)

mo c INW O

where PL is the locking signal power, and I is the normalized

current parameter:

Ie 1p rw j2 (k R,m- I0 (22)mo c, n (l-m 2 /x2 )J2(XIn )N

To treat the case of phase-locking via beam prebunching, the

current density perturbation is assumed to be due to phase

bunching. The ac current density perturbation can then be

expressed in the form:

E +iJ=10vt 0  -i(co t-6A) 6( r-Ro ) (23)
Vzo

where

(Ao -Q

SA z +e 0 - qsin o -o (24)

Vzo

where q is the bunching parameter and t. is a phase factor

determined by the locking signal. Evaluating the terms in

Eqs.(9) involving SJ in the same manner as the terms involving J

and using Eq.(23) leads to:

36



c2  dadzI f'e*.SJ, + fe.SJH =

4Nwea(t) 2

vL

-J (ktrL. zh(z) Cf(kA+ti) (25)wo 0' vzo 00-O ( sin2 e .

where the "+"'("-") sign on the left hand side of Eq.(25) is

associated with the upper (lower, quantities in the brackets on

the right hand side. Substituting Eq.(24) into (25), and

performing the phase average yields:

c 2 JO adz f'e*- SJ w +  fe . J " =.
4Nw o a (t) 2 e - (26)

L

ivto. F sin )o w-9
J (kt rLO dzh(z)J (q) ( z+*- o )

i wo r 0 fv, . cos) vz 0

Under the assumption of phase bunching only, the bunching

parameter has no z-dependence in the cavity region and assuming a

gaussian form for the profile function h(z), the axial

integration can be carried out to obtain:

dadz f*e* .J, + fe.6J&* 

4NwOa( t )2J - (27)

t 7 7 - J(k~ r~ e 2v,,,J (q) tcsln(W0,'
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where the cavity axial wavenumber defines an effective

interaction length according to Km2/L. Substituting Eq.(27) into

Eqs.(9) leads to the counterparts of Eqs.(20) for the case of

phase-locking via a prebunched beam:

d *p 
-r u t- = - - - - dzh(z)(J"(r) - sin(A+p)

d 0  uz A0

3 (28a)
ny- L I Vto Co Q]

+ - - - JT(ktrLO)e-L2voKI J 1 (q) cos(qp-§o)
xlX f vz0

df f /ut
- = + I dzh(z) KJ"(k t rL) - cos(A+*)
d- 2Q u0 Uz A.

(28b)
nf L vto [0o- ]

+ I -J'(ktr Lo )e-Lv 0J J, (q) sin(*-f o )
x' X vz0

Eqs.(28) have been derived in part to show the similar structure

of the phase and amplitude equations for a gyrotron driven by a

directly injected rf signal or by a premodulated beam. As

discussed by Manheimer,' these equations also lead to analytical

estimates of the maximum frequency bandwidth for phase-locking,

i.e., Adler's relation [Eq.(30) below], and of the exponentiation

time in the approach to phase-lock. To carry out nonlinear

numerical calculations of the temporal evolution of an oscillator
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driven by a premodulated beam it is more accurate to incorporate

the beam premodulation directly into the wave equation source

term via the initial conditions on the electron equations of

motion. In this approach a nonuniform initial phase distribution

is used of the form:

A, = e. - qsine, - (29)

where e. is uniformly distributed in the interval [0,2n].

Eqs.(20) and (28) can be used to obtain estimates of the

maximum frequency bandwidth for obtaining phase-locked operation

for given system parameters. The wave amplitude and frequency

shift due to beam loading for the free-running oscillator during

steady-state operation are given by:

J2QI d'zhz) J'(kr) - cos(A+ (30a)

O°  U z A

F R I ut 3b

where 6w FRO=Wri-r.o and Wri is the beam loaded resonant frequency

of the free-running oscillator.
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For an oscillator operating near steady-state conditions and

driven by a weak external signal with frequency w., Eqs.(30) can

be used to rewrite Eq.(20a) as:

sin(T) (31)

wo Q fo

where A-o-wrl and I=*-fo+f. The condition for phase-locked

operation, DT/aT=O, implies:

6 (A 1 f L- - sin(To ) (32)

wo Q fo

where To denotes the phase during phase-locked operation. Since

fo nd fL are proportional to the square root of the oscillator

output power and locking power, respectively, Eq.(32) leads to

Adler's relation for the frequency pulling bandwidth of a phase-

locked oscillator driving a matched load:

-< (33)
wo Q

As discussed by Manheimer,' for frequencies satisfying Eq.(33),

Eq.(32) has a stable solution of the form: T=T+8e-T/T, where 6

is a small perturbation, indicating that the approach to
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phase-locked operation is exponential. The time constant is

given by:

T- Q 1- -1/2 (34)

L o)PLJ

Eq.(34) shows that T becomes large, and thus the time to achieve

phase-lock becomes long, for frequencies near the bandwidth

limit.

Similarly, in the case of phase-locking by beam pre-

modulation, a similar analysis based on Eqs.(28) leads to the

following equations describing the time-dependent amplitude and

phase for operation near the oscillator steady-state:

dT 6W

d T ( 4 0

] -- , I IG _ 2 s s!

- J1 (q) e 4 J'(S ) sin (35a)

dF (F. - F)

d-T 2Q

4T IG 4 SscsW.5b+ J1 (q) e [--4J:(S 5o cosy (35b)

2 Q SS as-i

41



In deriving Eqs.(35) the following scaled "universal" gyrotron

field amplitude, current, interaction length, and cyclotron

resonance detuning parameters defined by Danly and Temkin13 have

been introduced:

F = - ...- (36a)

I G  3

TE ,os ( 3 - s rwo L 9s
2 Qw NL Ul

StoL

/J = (36c)

o
6=2 (l s2 (6d

The factor in Eqs.(35) involving the Bessel function J3(s0 O,)

reduces to unity when the small argument expansion of the Bessel

function is valid. This is a good approximation for weakly

relativistic beams and low-order harmonic interactions but can

lead to inaccuracies in the relativistic gyrotron regime of

interest here. The condition for phase-locked operation,

aIV/r-=O, implies:
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A I IG  _25 s !

- = J 1 q) e 4 - J'(s~t) sinIF (37)
Wo  2 QFdo s5s )Ot

where the amplitude of the driven oscillator Fdo is given by:

2S s,
Fdo F. + 47 PIG J1 (q) e-4 J'( sto)t cosT. (38)

Eqs.(36) and (37) show that, unlike the case of direct injection,

the amplitude of the driven oscillator has a dependence on the

locking frequency. Eq.(36) leads to the counterpart of Adler's

relation for phase locking via a prebunched beam:

16W TFO U- I G  "u ,2 sSI
I- < - J1 (q) e- [4]- J" (s st) (39)

(o 2 QFdo tss i

A corresponding result was obtained by Manheimerl (using

different notation) for the case of a gyrotron in a linearly

polarized TEi n mode. The time constant for the approach to

phase-locked operation is given by:
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aax f ](40)
T-

0 0

where iAimax/ o is given by Eq.(39) with the equality sign.

Tran et al. 2 2 have used single-particle theory in the small

signal approximation to calculate the bunching parameter q.

Their result for the case of a single prebunching cavity with a

gaussian axial field profile and circular mode polarization is:

q = 'T F1 p1 e[ U1 + Pd (41)
42 +

where parameters with a "1" subscript denote bunching cavity

parameters and d is the normalized distance from the end of the

bunching cavity to the beginning of the oscillator cavity.
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II.4 RESULTS OF CALCULATIONS FOR A DRIVEN OSCILLATOR

Calculations have been carried out for a driven gyrotron

oscillator using the theory developed in Section II. Phase

locking by both direct injection and using a prebunching cavity

has been simulated and the accuracy of simple theoretical

estimates of locking bandwidth has been investigated. The

dependence of the bandwidth for phase-locking on gyrotron

operating parameters is shown.

The configuration analyzed is a high voltage 35 GHz gyrotron

similar to the NRL experiment recently reported by Gold et al. 5

The peak voltage and current of the annular beam are taken to be

650 kV and 1.5 kA, respectively, which are typical operating

parameters. The beam guiding center radius is R=1.16 cm, the

cavity radius is 1.6 cm, and the longitudinal profile of the

cavity fields is assumed to be guassian with effective length L-4

cm. The operating mode is the TE6 21 circular mode with

polarization counter-rotating to the beam rotation. The beam

pitch ratio c-vt/vz=l. The cavity Q factor Q=250. Spreads in

beam guiding center and pitch ratio are neglected as are space-

charge effects. The cold cavity eigenfrequency for the TE6 2 1

mode is 35.08 GHz.

The calculated efficiency, output power and frequency shift

due to beam loading of the free-running oscillator (FRO) are

shown as a function of magnetic field in Figure 1. The
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corresponding transverse efficiency and normalized cavity wave

amplitude are shown as a function of the detuning parameter A in

Figure 2. The electronic efficiency n is obtained from the

transverse efficiency nt according to: fl=_t( 2 to /2(l--ro-1 ) where

in the present case y,-2. 2 7 and 0 t0. 6 3 . The transverse

efficiency and normalized wave amplitude are related according

to: F2 -l tIG. The normalized operating current is IG=0.238. The

normalized oscillation threshold current is also shown in Figure

2.

The case of direct injection of radiation is treated by

integrating Eqs.(20). The injected locking power is taken to be

0.5 MW. The magnetic field is 2.5 Tesla [6=0.60] and the cavity

is seeded with a low amplitude field (E-1 kV/cm) at the beginning

of the simulation. The time evolution of the driven oscillator

output power is shown in Figure 3. This Figure shows that the

steady state output power (140 MW) is achieved after about 5

nsec. The time evolutions of the driven oscillator frequency and

phase are shown for three different locking frequencies in Figure

4. The oscillator frequency is expressed as the shift

A /wou( - o)/ udW/dt which vanishes when phase-locked operation

is ach.eved. The initial locking frequency detuning

o/Wo2( WFo- Wo)/Wo is 1x10- 4 , 2x10- 4 , and 3x10- 4 in Figures

4(a), 4(b), and 4(c), respectively. According to Adler's

relation (Eq.(33)], the maximum locking frequency shift for this

magnetic field is A ImaJ/wo=2.4x10- . As expected, the

oscillator evolves toward phase-locked operation in Figures 4(a)
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and 4(b), whereas phase-locked operation is not obtained in

Figure 4(c). Comparison of Figures 3 and 4 shows that the time

to achieve the equilibrium phase during phase-locked operation is

much longer than the output power risetime. This confirms the

validity of the assumptions made in obtaining Eq.(31) which in

turn leads to Adler's relation.

The dependence of the phase angle for phase-locked operation

on the locking frequency shift is shown in Figure 5 for the same

oscillator parameters and locking power as above. The solid

curve shows the analytical theory result [Eq.(32)] and the open

circles indicate the results of slow-time-scale (STS)

simulations. The angles plotted in Figure 5 correspond to the

difference between the code result at each frequency shift and

the code result for driving the oscillator at the free-running

oscillator frequency. The dashed vertical lines indicate the

minimum locking frequency shift for which phase-locked operation

could not be obtained. This shift is found to be in good

agreement with the maximum frequency shift predicted by

Eq.(33),i.e., Adler's relation. Similar agreement was obtained

between time-dependent calculations and Eq.(32) for a magnetic

field of 2.4 Tesla. Since the oscillator is in the hard

excitation regime for this magnetic field (I<Ithr) , the cavity

was seeded with the steady-state field amplitude in the time-

dependent calculations. The phase-locking bandwidth for direct

injection as a function of detuning parameter calculated using
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Eq.(32) is shown in Figure 6. This Figure shows that the

bandwidth is insensitive to the interaction detuning.

Phase-angle vs. locking frequency shift results for a

gyrotron oscillator driven via a prebunching cavity are shown in

Figure 7. The solid curve is based on Eq.(37) and the open

squares are the results of integrating Eqs.(28) which are based

on the perturbation theory (PT) approach. The open circles show

re ults based on the klystron (K) approach in which the last

terms on the RHS of Eqs.(28) are omitted and the beam phase

bunching is introduced as initial conditions for the beam

equations-of-motion. This avoids the approximation of separating

the ac current density into two terms [cf. Eq.(4)]. The effect

of the prebunching cavity, assuming phase bunching only, is

represented by the bunching parameter q,=0.16. This choice for

q. was used so the locking bandwidth prediction based on Eq.(39)

for a magnetic field of 2.5 Tesla is the same as the direct

injection result using 0.5 MW locking power. The time-dependent

calculations based on perturbation theory are in good agreement

with the results based on Eq.(37) except for negative frequency

shifts near the bandwidth limit. The locking bandwidth obtained

from the simulations is about 8% less than the result obtained

using Eq.(39) which is considered to be good agreement

considering the complexity of the time-dependent calculations.

On the other hand the locking bandwidth obtained from simulations

using the klystron approach is about 80% wider than the result
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obtained from Eq.(39) for this magnetic field. This difference

is attributed to the approximation inherent in the perturbation

theory approach.

The effect on the locking bandwidth of varying the magnetic

field detuning parameter is shown in Figure 8 for phase-locking

using a prebunched beam. According to Eq.(39) the locking

bandwidth based on perturbation theory decreases rapidly as the

detuning is increased. This behavior is shown in Figure 8 and

implies a constraint on efficiency optimization. The decrease in

bandwidth with increase in 6 obtained from simulations based on

the klystron method is less pronounced than the perturbation

theory results. The results of the two approaches converge and

finally cross as the detuning is decreased. Comparison of

Figures 6 and 8 shows a much stronger dependence on detuning

parameter for phase locking with a perbunching cavity than by

direct injection which is essentially independent of the detuning

parameter. Figure 8 also shows the dependence of the

exponentiation time constant, given in dimensionless form by

Eq.(40), for the approach to phase-locked operation on the

detuning parameter. The time constant plotted in Figure 8

corresponds to a locking frequency shift of one half the maximum

frequency shift for obtaining phase-locked operation. To obtain

the time constant in seconds, the result given by Eq.(40) should

be divided by the operating frequency. Figure 8 shows that for

the present configuration operating at 35 GHz and 6=0.6 the e-
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folding time is 21 nsec for a bunching parameter of 0.16. This

time can be decreased to a few nanoseconds by increasing ch-

bunching parameter and decreasing the detuning parameter.
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11.5 DISCUSSION OF DRIVEN OSCILLATOR THEORY AND RESULTS

The extension of slow-time-scale steady-state gyrotron theory

to time-dependent analysis of gyrotron oscillators driven by an

external signal is demonstrated in this work. Calculations based

on this theory yield the time evolution of the driven oscillator

output frequency and phase for either the approach to phase-

locked operation or for unphase-locked operation. These results

should facilitate the investigation of driven intense-beam

gyrotrons which are characterized by short pulselengths.

In the case of phase locking by direct injection, the maximum

locking frequency shift which allows phase-locked operation

obtained by integrating the STS time-dependent equations for the

radiation amplitude and phase is in good agreement with Adler's

relation. The simulations demonstrate the validity of the

conceptual model which treats the phase-locking process as a

perturbation of the free-running iscillator operation. Such

calculations for frequencies near the maximum allowed frequency

shift are costly since the time constant for the exponential

approach to the phase-locked equilibrium phase becomes large in

this limit. An important objective in carrying out the

calculations shown, for example, in Figure 5 was to establish the

time and space increments and number of phases needed to obtain

accurate results from the time-dependent simulations.
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In the case of phase locking using a prebunching cavity, the

time-dependent calculations show that the perturbation theory

approach underestimates the frequency shift bandwidth for phase

locking except at small detuning parameters. The analytical

bandwidth estimates based on the perturbation theory approach are

nevertheless extremely useful for design purposes. The

generality of the results has been increased by expressing the

results in terms of well-known dimensionless gyrotron

parameters. 3  The present results for a circularly polarized

mode also extend the results obtained previously by Manheimer for

a TEln linearly polarized mode.
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OPERATING PARAMETERS FOR
FREE-RUNNING OSCILLATOR
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Figure II.l. Efficiency, output power, and frequency shift due to

beam loading for the free-running oscillator as a

function of magnetic field.
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NORMALIZED OPERATING PARAMETERS
FOR FREE-RUNNING OSCILLATOR
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Figure 11.2. Normalized operating parameters for the free-running

oscillator.
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FREOUENCY AND PHASE OF A RELATIVISTIC GYROTRON DRIVEN BY DIRECT INJECTION
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Figure 11.4. Time evolution of the frequency and phase of the

driven oscillator for three locking frequency

detunings, (a): 3.5 MHz, (b): 7 Mhz, (c): 10.5 MHz.

Operating parameters are the same as for Figure 3.
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PHASE ANGLE VS. LOCKING FREQUENCY SHIFT
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i Figure 11.5. Equilibrium phase angle versus frequency shift for

the oscillator driven by 0.5 MW directly injected

signal. Solid curve: analytical theory, circles:

time-dependent simulation results. Shaded regions:

Locking frequencies excluded by Adler's relation,

dashed lines: upper and lower bounds for locking

bandwidth from time-dependent simulations.
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PHASE ANGLE VS. LOCKING FREQUENCY SHIFT
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Figure 11.7. Equilibrium phase angle versus frequency shift for

the oscillator driven by prebunched beam with

q,=0. 1 6 . Solid curve: analytical theory, squares:

time-dependent simulation results based on

perturbation theory, circles: time-dependent

simulation results based on klystron theory. Dashed

line: upper and lower bounds for locking bandwidth

based on klystron approach, solid vertical lines:

maximum bandwidth based on analytical perturbation

theory, dash-dot-dash line: lower bound for locking

bandwidth from time-dependent simulations based on

perturbation theory.
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PHASE-LOCKING BANDWIDTH
USING PREBUNCHING CAVITY
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Figure II.8. Phase-locking bandwidth as a function of detuning

parameter for the oscillator driven by a prebunched

beam with q,=0.16. Solid curve associated with left

hand axis: perturbation theory result, dashed curve:

klystron approach result, solid curve associated

with right hand axis: exponentiation time constant

based on perturbation theory.
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III. The Low Power Oscillator Experimental Design

The goal of the low power experiment is to study a phase-

locked oscillator in the actual mode at which the high power

phase-locked oscillator will run. The phase locking signal will

be injected into an input cavity where it will prebunch the

beam. Although direct injection through a circulator is a

possible strategy for this experiment, it will not be used

because first, utilizing one or more prebunching cavities is

expected to increase the locking bandwidth, and second, a

circulator is not a viable option for the high power experiment

of which this will be a low power prototype. The mode of

operation will be the TE1 3 mode in both the main cavity and in

the prebunching cavity. A TE1 3 mode is about as overmoded as

seems prudent to operate in a first experiment. Furthermore, a

TEln mode has the additional advantage that it is relatively

simple to convert to a fundamental TE1 , mode which is then quite

easy to radiate. This experiment is designed using a thermionic

electron beam and will be operable at high rep rate. In

addition to being a prototype for the gigawatt power level

phase-locked oscillator, it is of interest in its own right as

the satellite disrupter and the space based radar. A schematic

of the experimental design is shown in Fig III.l.

This experiment has taken longer to design than we had

originally anticipated. The complications have been due to the
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fact that both the oscillator and prebunching cavity have had to

operate in a very overmoded configuration. Recently, it has

been shown that with careful design, a high power free running

gyrotron oscillator can operate in a single very high order

mode. 1 ,2 However, operation as a phase-locked oscillator puts

many more constraints on the design than does operation as a

free running oscillator. In addition to selecting the proper

mode in the oscillator cavity, the phase-locked oscillator must

be designed so as to suppress oscillation in the input cavity,

launch the proper mode in the input cavity, and suppress

communication between the input and oscillator cavities.

Furthermore, the length of the drift section between the two

cavities is limited by the thermal spread on the beam, as

discussed in the previous section and elsewhere. 3 These design

problems have proven to be very difficult and time consuming to

solve. Using zero order design principles would quickly doom

the experiment to failure. For instance, it might be thought

that one could always stabilize the prebunching cavity simply by

making it short enough. However, if one uses sudden changes in

the cavity radius to define the cavity, one can make the cavity

very short, but one will have a great deal of mode conversion at

the cavity edges. This mode conversion will both lower the Q of

the input cavity and also effectively trap any radiation which

leaks out of the main oscillator cavity. Alternatively, one

could use gentle tapers to define the cavity. This is, in fact,
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necessary to minimize mode conversion and our design does

incorporate gentle tapers, and so will the gigawatt design.

However, now one has fringe fields which extend far into the

taper region, so that the effective cavity length is not simply

the length of the straight section between the tapers, but is

much longer. Even for zero straight section length, the

effective length of the prebunching cavity can be considerable.

The longer one makes the taper on the cavity wall, the less

mode conversion there will be. However, the taper cannot be

made arbitrarily long either. For one thing, this makes the

effective length of the prebunching cavity very long, and

thereby more difficult to stabilize. Also, a long taper means a

long drift section, so that thermal spread on the beam would

greatly reduce the phase locking bandwidth. Thus, before the

experiment can be set up, it is clear that a very careful, time

consuming design is required.

Certain basic principles have become clear as we have

proceeded with this design. First of all, our original strategy

was to maximize the phase locking bandwidth by maximizing the

field in the input cavity. This implied using a fairly high Q

cavity for the input, and our original design choice was for a Q

of five to ten thousand, not much less that the Ohmic Q. It was

expected that the input cavity would have a lower start

oscillation current, but that the input cavity would be stable

because the magnetic field would be too high for it to
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oscillate. That is the input cavity would be very short, so

that above a critical field B. it would be stable. The main

cavity would be longer and would oscillate at higher fields.

The start oscillation current for the input cavity and the main

cavity as a function of the magnetic fi:id, for our original

design, is shown schematically in Fig. (111.2). One

disadvantage of such design is immediately apparent. On the I-B

parameter space of a single cavity gyrotron, the regime of most

efficient operation is shown in Fig. (III.3). Clearly, the high

Q input cavity does not allow the main cavity to access the

regime of most efficient operation. Flrthermore, one is in

danger of having the input cavity self oscillate due to

operating in magnetic fields which are slightly incorrect.

Finally it was realized that even though the inherent bandwidth

of the oscillator is larger, it is still limited by the low

bandwidth of the input cavity.

For all of these reasons, the design was switched to a low Q

input cavity design with less inherent locking bandwidth. The

I-B parameter space of the phase-locked oscillator with the low

Q input cavity is shown schematically in Fig. (III.4). The

operating regime now encompasses the regime of most efficient

operation, and furthermor-, there is no danger of the input

cavity self oscillating at any magnetic field. While the

inherent bandwidth is reduced, it also seems clear, in principle

at least, that it can be increased by going to a multi-input-
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cavity configuration. By injecting the power in the first input

cavity, one achieves amplification, so that the field in the

second cavity is greater. This amplified field then prebunches

the beam for the final oscillator cavity.

The total number of cavities is not limited by the thermal

spread on beam; thermal spread on the beam only limits the

intercavity spacing. At each intermediate cavity, an amplified

field rebunches the beam at higher bunching parameter, so that

on exiting one intermediate cavity, the beam effectively has no

memory of the bunching in the cavities before. What does limit

the number of cavities however is mode conversion. In the

oscillator cavity, there is some mode conversion from, for

instance, the TE1 3 to the TE1 2. This TE1 2 mode propagates

freely through the drift tube and through all of the prebunching

cavities. As it passes each prebunching cavity, some of it is

reconverted to the TE , in the prebunching cavity and is then

trapped there. If all prebunching cavities are identical, the

same fraction of the leaked out mode is trapped in all

prebunching cavities. Specifically, some will be trapped in the

first cavity. As long as the power trapped in the first cavity

is significantly less than the injected power, it should work as

a multicavity phase-locked oscillator. Once the trapped power

becomes comparable to the injected power, phase-locked operation

clearly becomes nonviable. Thus, in anx overmoded phase-locked

oscillator, the mode conversion at the cavity tapers limits the
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number of prebunching cavities. This is in contrast to a

fundamental mode oscillator or amplifier where there is no such

limitation. For instance, the SLAC klystron has seven cavities

altogether. It is unlikely that a TE1 3 phase-locked oscillator

could ever have nearly that many. However, it could probably

have three, and this would be a potential follow on project to

this if there is interest in enhancing the locking bandwidth.

The parameters of the low power oscillator are a frequency

of 85 GHz, the operating mode is a TE1 3 standing mode, the beam

voltage is 70 kV, the current is 6 Amps or less, the output

cavity Q is about 2000, the input cavity Q is about 1000, the

isolation between the cavities is about 45 dB, the input power,

from a Varian 85 GHz EIO is 500-1000 watts, and the output power

will be 50-100 kW. The performance of the low power phase-

locked oscillator has been examined using both the analytic

theory for a TE1 3 standing mode, and also the slow time scale

theory for a TE1 3 rotating mode. The analytic theory gives the

result that

6_ 0.17 I(Amps) (U2+ V2 )1 /2
W E(kV/cm)

where E is the field in the oscillator cavity. Taking I=4 and

E=250, we find that

_ ( 2.7xi0-3 (U2+ V2)1 / 2
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For a beam with no thermal spread, (U 2 
+ V 2 ) is a function of two

parameters, the frequency mismatch and the field in prebunching

cavity S. The parameter S is proportional to the bunching

parameter Qb- The slow time scale code predicts frequency width

as a function of bunching parameter Qb for m(yw - P)rp/pcos o. 2

as shown below:

Qb 6W/W

0.25 2x10-4

0.5 4x10-4

1.0 l.lx10-3

In Fig. (111.5) is shown a contour plot of (U 2 + V 2 ) 1 /2 Also

shown are the positions of Qb equal to 0,25, 0.5 and 1.0.

Clearly, the analytic theory and the slow time scale code are in

reasonable agreement for the low power, 85 GHz phase-locked

oscillator experiment.

One of the most important things to quantify in designing

the experiment is the mode conversion at the tapers, and

equivalently, the cavity Q due to mode conversion. The mode

conversion codes available to us did not account for standing

modes in either the axial or azimuthal direction. Accordingly,

these codes had to be modified to account for the actual mode

structure. An example of the design is shown in Fig. (111.6).
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There, for a cavity with a straight section length of 0.19 cm,

the Q due to mode conversion and the maximum magnetic field for

oscillation (B.) are tabulated as a function of taper length.

This latter quantity is calculated using the actual computed

axial field profile, as it exists in the cavity and as it spills

over into the drift section. There the minimum wall radius is

0.4 cm, and the maximum wall radius is 0.5 cm. Another important

factor which contributes to the cavity Q is the slot angle of the

cavity. This will be chosen to load down all the competing

modes, but to allow the desired TE1 3 mode to be excited, but not

self oscillate. The cavity Q as a function of slot angle for the

TE 3 (desired) and TE4 2 , and TE,, (main competing) modes is shown

in Fig. (111.7).

Since the input cavities have a large number of requirements

regarding mode conversion, slot Q, mode excitation, and overall

stability, we have minimized the risks by designing three

different input cavities. These will be cold tested and

optimized on the actual experimental setup before it is pumped

down. The coupling hole will be machined slightly too small, so

that it can be easily enlarged. This cold test will determine

the input cavity Q and the coupling from the EIO to the cavity.

The coupling hole will be determined so aG to optimally match the

into the cavity. That is, the contribution to Q arising from the

coupling hole will be equal to the contribution to Q from

everything else. This will be cold tested on the three cavities.
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The wall radius, slot angle, effective lencth and predi:tod totl
Q for the three cavities are shown in Figs. (III.8a, b, and c

At optimal coupling, of course, the actual Q will be half of

those values. Also shown are the computed axial field profiles.

Notice that the effective length is not that strong a function cf

the physical length of the straight section of the cavity. Tht

reason is that the evanescent region of the fields extend weii

into the drift section. Notice that the first cavity, the

shortest one, has a very high predicted Q. This might appear

incorrect because the large amount of mode conversion in the

short taper would imply low Q. Hcwever. there is mode converic-r

at each taper, and it is possible that ces.ructi.- interference

between the forward converted TE1 2 mode at the right taper and

the backward converted TE1 2 mode at the left taper could occur,

thereby rai;ing the Q. That is the basis of the design in Fig.

(III.8a) an! the reason the predicted Q is so high. Whether thi.

will actually work as predicted will be answered in the series of

cold tests. In Fig. (III.9a, b and c) are shown the start

oscillation currents of the three cavities for the TE and T

mode. Also shown is the start oscillation of the main osc=iIa -

cavities. Clearly there is a large range of currents where

input cavities will not oscillate at any value of magnet-,.-- ti-.

We noi. turn to the design of the main oscillator cavltv. As

this cavity will self oscillate at high power, it is partimlarly

important that the mode conversion in the input taper be very



small, so that it be isolated from the prebunching cavities. In

Fig. (III.10) is shown the mode conversion from the TE1 3 to TE1 2

as a function of the input taper length. Also shown is the shift

in the peak of the electric field profile. This shift

essentially adds on to the physical separation of the two

cavities. Since the mode conversion of the TE1 2 back to TE1 3 in

the input cavities is always less than 15 dB (as quantified by

the standard mode conversion codes for traveling waves) an input

taper length of 0.4 cm will give at least 45 dB of isolation

between two cavities. In Fig. (III.11) are shown the wall radius,

field amplitude and phase as a function of axial distance for the

output cavity.

We now turn to some issues of the mechanical and electrical

design of the low power phase-locked oscillator. A mechanical

drawing of the experiment is shown in Fig. (111.12). Notice that

the input waveguide is pumped out in two places, at it entry to

the tube, and also in a special pump out section near the input

window. A preferable design would have been not to evacuate the

input waveguide at all, but severe mechanical constraints

prevents the use of a vacuum window inside the two inch bore of

the superconducting magnet. Thus the only option is to put the

input window outside of the magnet, and use an additional pumping

port on the input waveguide. The electron gun to be used is the

Varian VUW 8010 (Seftor) gun. This has been used in many

experiments at NRL and is an extremely reliable piece of
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apparatus with which we have had a great deal of experience.

Notice that after the gun, there is a space for the input and

output cavity. For each, special cavity holders had to be

designed, and the cavities themselves had to be designed to fit

into them. The output cavity holder is the much more complicated

and expensive holder, and the input cavity is the much more

complicated and expensive cavity, for reasons we will go into

shortly. There are also two current breaks, the first one, which

is inside the magnet must be made of a nonmagnetic material; for

the second, which is outside, can be either magnetic or non

magnetic. The radiation leaves the tube through a beryllium

oxide window.

We now turn to the input cavity. For all input cavities,

the outside shape is the same, so the cavity holder is relatively

simple to design. The cavity itself is quite massive. The

inside shape is machined to match the design of the inside wall

which we have just discussed. Since the cavity is slotted, a

thick piece of absorber must be used to absorb any microwave

radiation coming out of the slot. This is a piece of ceralloy.

Since the dielectric constant of the ceralloy is high, a matching

piece of macor is used to eliminate reflections. This matching

interface must be an odd number of quarter wavelengths thick.

The frequency it is matched to is 92 GHz, the frequency of the

TE4 2 mode, the main competing mode. The bandwidth of the macor

matching plate gets smaller as its thickness increases. For this
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reason, the most preferable thickness is one quarter wavelength.

At this thickness, it will also be a good absorber for 85 GHz

radiation; if the thickness is three quarters of a wavelength,

there will be significant reflection there. However, machining

such a thin, cylindrical piece of macor could be difficult, and

it may be that we will have to settle for a thicker piece. A

machine drawing of the input cavity is shown in Fig. (111.13).

The output cavity holder is one of the most complicated

pieces to machine. To see this, note that there are three

frequencies in the problem, the EIO frequency, the input cavity

frequency, and the output cavity frequency. Clearly, one can

only have a phase-locked oscillator if these three frequencies

coincide to a very high degree of accuracy. The EIO is

mechanically tuneable over about 2 GHz. The input cavities are

not designed to be tuneable, because the complications of hooking

up the input microwaves would make a mechanical tuning scheme

extremely complicated. Therefore the output cavity must be

tuneable, so that all frequencies are tuned to the input cavity.

To make to output cavity tunable, we have utilized a slotted

cavity design. A mechanical pusher compresses the cavity and

slightly changes its shape and therefore its frequency (and

cavity Q also). This plunger must be vacuum compatible. We have

found that the mechanical design of the cavity which provides for

reasonable amounts of compression (a few mills) with a reasonable

force (a few pounds) is one in which the slots are brought all

74



the way to the end of the cavity. Electrically, it is of course

greatly preferable to bring the slots all the way to the narrow

end of the cavity where there will be no microwave power. The

output cavity holder then must be designed to transmit mechanical

force through a vacuum enclosure. The actual transmitter will be

a small bellows in the cavity holder which is machined separately

form the rest of the cavity holder and welded on. A mechanical

drawing of the cavity holder is shown in Fig. (111.14).

Notice that while the cavity is slotted, the main reason for

the slots is not to provide mode control, but to allow for

mechanical tuning. We have shown earlier that a TE1 3 mode

gyrotron at 70 kV can run with little mode competition in an

unslotted cavity.' Thus, the output cavity holder has no

provision for using absorbers outside the slots. The actual

output cavity, with slots and the axial tapers is three

dimensional, and cannot be analyzed economically. What can be

analyzed are two two dimensional approximations to it. First, we

can use the slotted cavity code to calculate cavity frequency and

Q as a function of slot width. The result of this calculation is

shown in Fig. (111.15). Secondly, we can use the tapered cavity

code (without slots) to calculate the frequency and Q as the

cavity wall pivots about the end of the slots. The result of

this calculation is also shown in Fig. (111.15). Clearly,

compression of a few mills will give the sort of tuneability

required, while not greatly affecting the Q. A machine drawing

75



of the main oscillator cavity is shown in Fig. (111.16). Shown

in Fig. (111.17) is a photograph of the input cavity holder,

output cavity holder, and output cavity.

Finally, we turn to a discussion of the diagnostics of the

low power phase-locked oscillator. Since this is a long pulse

reprated experiment which will operate at high data rate, the

diagnostics are simpler than in the single shot experiments which

will be done at the megawatt and hundreds of megawatt level. A

schematic of the diagnostic setup is shown in Fig. (111.18). The

Varian EIO is launched through an isolator into the prebunching

cavity of the gyrotron. The reflected power will be monitored.

Another portion of the EIO signal will be branched off for

comparison with the gyrotron signal. The two signals are sent

through variable attenuators so that the signals are of equal

strength. They are then mixed in a balanced mixer, and the

difference frequency signal is extracted. If the oscillator is

phase-locked, then this signal will be a constant, which can be

nulled by the use of a phase shifter in one of the lines.

Another diagnostic line will sent the signal from both the EIO

and gyrotron to a spectrum analyzer so as to to measure the

spectrum of each in phase-locked as well as free running

oscillation.
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ORIGINAL I-B PARAMETER SPACE

FOR DOUBLE CAVITY PHASE LOCKED OSCILLATOR

I ---- SHORT PREBUNCHING
I| CAVITY

LONG MAINI

a CAVITY

OPERATING REGION

II

B

o MAIN CAVITY OPERATES IN LOW EFFICIENCY REGION BECAUSE

PREBUNCHING CAVITY HAS LOW THRP-7 IOLD CURRENT

BECAUSE OF ITS HIGH Q.

GETTING A SIZEABLF PAR-VNIETER WINDOW WHERE THE

PREBUNCHING CAVITY IS STABLE PROVED VERY DIFFICULT.

Fig. 111.2. Original high Q input cavity design.
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SINGLE CAVITY GYROTRON I-B

PARAMETER SPACE

!I

REGIME OF MOST

EFFICIENT OPERATION

K START CURRENT

I

B

I Fig. 111.3. Operating parameter space for a gyrotron.
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I-B PARAMETER SPACE FOR DOUBLE CAVITY

REVISED DESIGN OF PHASE LOCKED OSCILLATOR

I
I I

- SHORT PREBUNCHING

I CAVITY

I g _ LONG MAIN

CAVITY

OPERATING REGION

B

0 OPERATING REGION NOW ENCOMPASSES HIGH EFFICIENCY

OPERATION.

o CAN OPERATE BELOW MINIMUM START CURRENT OF

PREBUNCHING CAVITY.

a INPUT FIELD CAN BE INCREASED BY GOING TO 3 CAVITIES.

THIS SHOULD CONSIDERABLY INCREASE LOCKING

BANDWIDTH.

Fig. 111.4. Revised low Q input cavity design.
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Fig. 111.9. Start currents for the input cavities.
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Fig. 111.15. Frequency as a function of slot width and taper

displacement and cavity Q for the tapered cavity.
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IV. Febetron-Gyrotron Slotted Cavity Experiments

An experiment was carried out on the Febetron gyrotron

facility to investigate TEl3 operation at 35 GHz through use of

axial wall slots in the cavity to suppress competition with

"whispering-gallery" modes. An earlier experiment produced 100

MW in a circularly-polarized TE 6 2 mode, and demonstrated

frequency tuning over the range 28 to 49 GHz by operating in a

family of TE. 2 modes, with the azimuthal index "m" ranging from

4 to 10.' This experiment employed a 900 keV, 640 A electron

beam, and successfully operated in the TE 1 3 mode at a power

level of 35 MW, using a 2.34-cm-diameter cavity with a pair of

opposing 450 axial wall slots. In the absence of slots,

significant mode competition was observed from the TE 4 2 mode, so

that stable operation in a circularly-polarized TEi3 mode was

not possible. Through use of a cavity with 330 axial wall

slots, it was possible to operate in a linearly-polarized TE6 2

mode at -48 GHz, while in the absence of slots it was

straightforward to tune the interaction through the TE 4 2, TE ,,

and TE 6 2 modes. These modes were observed through a gas

breakdown technique, that permitted straightforward observation

of the azimuthal index of the mode as well as the presence or

absence of linear polarization. The results of this research

have been accepted for publication in the IEEE Trans. Plasma

Sci. A copy of the manuscript is attached as Appendix 5.
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V. VEBA Gyrotron Oscillator Experiment

Two sets of gyrotron oscillator experiments have been

carried out, or are currently under way, on the 14RL VEBA

facility. The motivation for these experiments is to pursue

higher peak power through higher current, higher voltage

operation than was possible on the Febetron accelerator, as well

as to operate with a longer, flatter voltage pulse, in order to

produce a more robust and more easily characterized output

microwave pulse. Figure V.1 shows the experimental setup for

the VEBA gyrotron experiments.

The first set of experiments were carried out from September

to December, 1986, and produced an estimated peak power of 150

MW at 35 GHz in the TE 6 2 mode, while operating at -1.1 MeV and

-2 kA. The power estimate was produced by making measurements

at the peak of the mode pattern in Er, and assuming that the

output mode pattern at the vacuum window was unchanged from the

pattern observed on the TE6 2 Febetron gyrotron experiments.

Before a definitive set of measurements could be completed, the

VEBA facility became inoperable due to required maintenance that

was estimate to take two months to complete. At that time,

experimental effort was transferred back to the Febetron

facility for the TE1 3 experiments discussed in Section IV.

The second set of experiments began in June 1987 and are

still ongoing. Dr. Gold originally attempted to carry out these
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experiments in parallel with preparing the three-cavity phase-

locking experiment, but since the latter experiment had the

highest priority, this experiment could not be operated very

frequently. Initial results were very disappointing, since the

power appeared to have fallen by a factor of 4 from the earlier

VEBA gyrotron experiment. In October, Dr. MurLay Black was

asked to begin operating this experiment, and the results soon

improved substantially, returning first to approximately the

same point as the first VEBA gyrotron run, at which point a

complete scan of the mode in Er and Ee across the output window

radius was taken. The approximate beam position and a map of

the radial dependence of the coupling coefficients to the TE± 6 2

and TE±I0, I modes is shown in Fig. V.2. Principal coupling

should be to the TE 6 2 mode, as was the case in the Febetron-

gyrotron experiments employing 1.6-cm--radius cavities. Figure

V.3 shows a set of typical experimental traces from the

gyrotron. The radial scan demonstrated 115 MW at 35 GHz, with a

somewhat scrambled mode pattern (see Fig. V.4). This may be

compared to the predicted TE6 2 mode pattern in Fig. V.5.

Clearly, substantial mode conversion has taken place, and

additionally, based on the observed mode pattern, the

possibility of coupling to the TL10, mode cannot be ruled out.

Subsequently, measurements performed at the radial peak of the

mode pattern demonstrated a further factor of two increase to an

estimated 225 MW. A calculation was performed of the mode
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conversion process in the 50 cavity output taper, the 10-cm-

diameter output waveguide, and the 4.77* output taper ending the

the 30-cm-diameter vacuum window (see Fig. V.6). This

calculation suggests that substantial mode conversion should

take place with only -45% remaining content in the original TE6 2

mode, and substantial TE6 1 and TE6 3 mode energy present. The

additional power near the wall could be explained by TE6 1 mode

content, generated by mode conversion from an operating TE6 2

mode. For diagnostic purposes, a smaller horn combined with an

attenuating output window, such as was used in the Febetron-

gyrotron experiment, would reduce the mode conversion and

improve the measured mode pattern. However, if air breakdown on

the output window is to be avoided, there is no easy alternative

to a very large output window when the full power is to be

extracted into air.

In order to investigate the effect of improved beam quality

on the gyrotron operation, and to eliminate the unknown space

charge effects present in the original experiment, in which a

substantial fraction of the diode current is reflected before

reaching the gyrotron cavity and may cause space charge problems

before being collected on the drift tube wall, a new diode was

designed in which an annular beam is extracted through an anode

scraper plate. Figure V.7 contains a schematic diagram of the

new cathode and anode. In this configuration, the current will

be controlled, and the beam quality should be improved, since
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emission will occur from the face of the cathode and be along

the axial magnetic field, rather than from the edge of the

cathode at some average angle to the axial magnetic field.

Furthermore, any reflected current should be collected on the

back of the scraper plate. By improving the beam quality, it

should be possible to operate the experiment at higher average

a, thus improving its performance. This is because the "pump"

magnet has the effect of greatly magnifying the original

velocity spread on the beam, and because adiabatic compression

is always reflecting the highest o particles. The new diode

should permit some combination of higher current and/or higher

average a than has been possible in the foilless configuration

used up to this point, which should result in improved gyrotron

operation.
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Fig. V.2. Normalized electron beam radius in the gyrotron

cavity and radial dependence of gyrotron coupling

coefficients for the TE+6 2 and TE+_1 0 modes.
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DIODE CURRENT
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Fig. V.3. Typical experimental waveforms for diode voltage

and current, gyrotron current, and microwave

signal .
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MODE CONVERSION IN VEBA GYROTRON EXPERIMENT

1.00 1 1 I

.15

.85

.80

.73

.70 "

.65 0. wZ
W cc

50
.55. !-- k- 3

.50o I----.

w .45 -. "\N--TE 6 2
cc 0-

.40 -

C. .35 0 0
.30

.20

.0, -- TE 6 1

.135

.00.............. ... .................
. . . a .. ". .. ." . . 6

z (cm)
Fig. V.6. Calculated mode conversion as a function of

distance along the experimental output taper, drift

tube, and microwave horn.

107



I I I-

-, /

c A 1 iO D E !L _-I _ wfiu+rJI+,+: ( 1,1 IS 1

... K' _ _ __+ '

TOOL RADIUS5, ... -

Oba.- 3 39010 0-- ' ... ..30
,U' , , \.tocz c,,

CIA
O5CA \

ANODE__

NO. Z, DPILL TI4RL ' IH LCIS

EQ cSP AND 62' C'S< 1 DIA.

ON 4 I 1 DIA P.C.

(JT os DIA.

Fig. V.7. Mechanical drawing of new beam scraper cathode and

anode for the VEBA gyrotron experiment.



VI. Three-Cavity Phase-Locked Gyrotron Circuit Design

This section describes the circuit design for an

experimental high power, phase-locked gyrotron oscillator. The

drive power is provided by a 35 GHz, 20 kW magnetron. The

expected output power is in the range of 1-10 MW. The

experiment is intended to serve as a testbed for the development

of ultrahigh power (- GW) pulsed gyrotron oscillators. It

should allow the investigation of important elements of the

design of these devices and of the diagnostics required for

demonstrating phase-locked operation under short pulse, low rep-

rate conditions.

A schematic of the experimental configuration is shown in

Figure VI.I. A solid 1 MeV, - 100 Amp electron beam is produced

by the NRL VEBA pulseline accelerator (voltage flattop

pulselength - 30 nsec). The beam will be produced by a modified

version of the VEBA diode previously used to produce a high

quality beam for millimeter wavelength FEL experiments. The

required beam transverse momentum (free energy source for CRM)

is produced initially by a bifilar helix wiggler and then

increased to a final momentum pitch ratio x = 0.75 by adiabatic

compression of the magnetic field. The locking signal from the

magnetron is introduced via a prebunching cavity. A second

(passive) bunching cavity is used to increase the locking

frequency bandwidth obtainable with a given locking power. The
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bunching cavities are designed to operate in the fundamental

TE111 cylindrical cavity mode. The use of this mode simplifies

the problems of spurious mode excitation and cavity crosstalk.

These problems are much more difficult when overmoded bunching

cavities are used. Such cavities will be needed in GW power

level devices and the study of their design is the objective of

the NRL 85 GHz phase-locked gyrotron experiment. The bunching

cavities include two axial slots to control the cavity Q factor

and suppress competing modes. The output cavity operates in the

TE1 21 mode since this mode is better matched to 10 MW level

output power than the fundamental mode. The output cavity is

also slotted to reduce competing mode excitation.

The design strategy for a multi-cavity gyrotron oscillator

is similar to the design of a gyroklystron amplifier except that

the output cavity is allowed to self-oscillate. As shown by

Tran et al,' this regime leads to higher optimized efficiency

than can be achieved in the amplifier regime. For given beam

parameters and RF mode, the output cavity is essentially

characterized by its effective interaction length (L, or p in

normalized units (see Section III) and Q factor. The

interaction length for optimum oscillator efficiency corresponds

to p 6-12 in the high power regime. Maximum output power and

frequency bandwidth are obtained by using low Q - 200-500. In

their investigation of gyroklystron design optimization Ganguiy

and Chu 2 define a phase parameter p 6-n, where 6 is the
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gyrotron resonance detuning parameter defined in Section II.

The parameter 0 represents the phase slippage of a beam electron

relative to the RF field due to kinematic effects. High

efficiency is obtained by choosing -n-2n for the output cavity.

The bunching process is most efficient when C,0 for the bunching

cavity. The detuning parameter A is usually the same for both

cavities and for high output cavity efficiency A-1. These

conditions can be satisfied by keeping the bunching cavity

short, i.e., p - 2-3.

The electron beam produced by a pulseline accelerator is

characterized by voltage ripple and shot-to-shot variation which

affect the resonance detuning of the interaction. For this

reason it was considered highly desirable for the bunching

cavities to be stable for all magnetic fields or detuning

parameters. This requires that the cavity have a short

interaction length and a low Q factor. Using a low Q factor

also increases the bunching cavity bandwidth which ultimately

limits the phase-locking bandwidth, but it decreases the

bunching fields, and, hence, the beam bunching parameter q, for

a given drive power. The bunching parameter and locking

frequency bandwidth can be enhanced by adding a second (passive)

bunching cavity as discussed below.

The design parameters of the bunchiaxg and power cavities

were obtained in two steps. First, possible design

configurations were obtained based on idealized cylindrical
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cavities with sinusoidal RF field profiles. This led to

preliminary cavity lengths and Q factors and allowed the

investigation of possible competing modes. Next, realistic RF

field profiles were calculated numerically for actual cavity

wall dimensions and the device operating parameters were

recalculated. A small signal-signal threshold current code for

cylindrical gyrotron cavities, developed by Chu, 3 was used to

investigate possible competing modes. Figure VI.2 shows a scan

of Q x threshold beam power [QPthr ] versus magnetic field for

the TE11 1 mode (heavy line) in the prebunching cavity and for

possible competing modes. The calculations assume L/X-2 and

a-0.75. The narrow bandwidth competing modes, such as mode 5,

correspond to higher harmonic interactions (w=2Q, etc.), and the

broader bandwidth curves, such as mode 1, correspond to higher

order axial modes interacting at the fundamental. The

horizontal line labelled Q-200 denotes the e-beam power. Thus

the cavity should be stable if its Q<200 for all modes. This

can be obtained using axial slots which can be used to reduce

competing mode Q factors to values below the operating mode Q.

In the present design axial slots are also used to control the Q

of the operating mode. The design calculations for the cavity

slots and locking signal input coupler are described in Section

VII. The calculations shown in Figure VI.2 assume circular

polarization. For linear polarization - to be used in the

experiment - the coupling is reduced by 50% so that the starting

currents are increased by a factor of 2.

112



A major design constraint for a fundamental mode, solid beam

gyroklystron is the need to maintain adequate cavity isolation

while providing sufficient clearance in the drift sections to

propagate the beam. In the present case the ratio of drift tube

radius to cavity wall radius rd/rC-O. 8 . This means that the

cavity RF fields are only weakly cut-off in the drift tube and

evanescent fringe fields extend well into the drift tube. This

effect leads to an axial RF field profile which can be

accurately modelled by a gaussian function. The axial RF field

profile corresponding to particular cavity dimensions was

obtained numerically using a computer code based on the theory

developed in Ref. 4 modified for evanescent boundary conditions

at each end of the cavity. This profile was then used in an

electron trajectory integration code5 to determine the

oscillation threshold current as a function of magnetic field.

The length of the cavity section above-cut-off section was

varied to obtain a value for which the threshold current is

greater than the beam current. In this way a cavity design

having a minimum cold beam threshold current of 150 Amps and a

normalized length p=1.9 for a=0. 7 5 was obtained. The cavity

wall and RF field profiles for this design are shown in Figure

VI.3. As discussed in Section VII, the cavity axial slot angle

is chosen to give a cold-cavity Q factor of 200. Taking into

account insertion losses, the power coupled into the interacting

mode is assumed to be 5 kW. This leads to a normalized field

amplitude F1=0.03 in the first bunching cavity.
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The primary consideration in choosing the drift tube length

between cavities was providing adequate cavity isolation. It

was considered prudent to keep the drift length short to

minimize the deleterious effects of beam velocity spread. An

effective drift tube length of Ud- 3 was chosen. Actually, the

boundary between the end of the cavity and the beginning of the

drift is not well defined due to the strong fringe fields,

however, this was taken into account in the calculations. The

detuning parameter for a typical magnetic field of 32.5 kG is

L-0.83. The bunching parameter for these parameters can be

calculated using Eq.(41) of Section II. The result is q=0.40.

The length of the output cavity is chosen to be L=4.5X or

p-6 . A longer cavity would give somewhat higher efficiency but

would shift the optimum operating point to higher magnetic

fields for which the bunching cavity is less effective. A short

cavity also facilitates high power operation. An output Q

factor of Q-400 was obtained by using a 50 output taper. The

numerically computed axial cavity profile for the output cavity

is shown in Figure VI.4. A scan of QPthr vs. magnetic field is

shown in Figure VI.5 for the TE1 21 mode (heavy line) and for

competing modes (numbered lines). The calculation assumes

L/X=4.5 and a sinusoidal profile. The horizontal line shows the

beam power for Q=400 which is well above the oscillation

threshold. In this cavity the slot angle is chosen such that

the axial slots have minimal effect on the TE1 21 mode while
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effectively suppressing competing modes. The numerically

calculated threshold current vs. magnetic field curves based on

realistic RF field profiles for the bunching and output cavities

are shown in Figure VI.6. Figure VI.7 shows output from a

steady-state nonlinear efficiency code5 for the output cavity as

a free-running oscillator (FRO). The optimum efficiency of 16%.

The calculation was carried out for circular mode polarization.

For linear polarization - as in the experiment - the

efficiencies are the same except the beam current is multiplied

by two. Thus for linear polarization the calculated FRO output

power at optimum efficiency is 16 MW.

The locking frequency bandwidth of the device can be

estimated using the theory developed in Section II. For a

magnetic field of 32.5 kG A-0.83 and the FRO efficiency is

13.3%. The normalized beam current for the output cavity

'1G3-0.26 and the normalized FRO RF field amplitude is Fo3-0.38.

Substituting these parameters into Eq.(39) of Section II leads

to the following bandwidth estimate: IlwI/w 0<l.7xl0-
3J1 (q), which

is based on linear perturbation theory. The maximum value of

the Bessel function J -0.58 occurs for q-1.83. Thus an upper

limit for the bandwith at this magnetic field is 0.1% or 35 MHz

based on this theory. As discussed in Section II, the bandwidth

is an increasing function of the magnetic field. Some increase

in bandwidth could therefore be achieved by increasing the

magnetic field at the cost of somewhat reduced efficiency.
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Moreover, nonlinear bandwidth calculations not based on

perturbation theory tend to give larger bandwith estimates.

The estimate of maximum bandwidth obtained above assumes a

bunching parameter of 1.8. This is a factor of 4.5 greater than

can be achieved with a single bunching cavity using the

available drive power since in this case, as discussed above,

q-0.4. The bunching parameter can be increased considerably by

adding a second bunching cavity. The principle is the same as

for conventional klystrons: The ac current induced on the beam

by the RF fields in the first cavity induce much stronger fields

in the second cavity. These fields in turn enhance the bunching

of the beam. As shown in Ref. 1, small-signal gyroklystron

theory can be used to calculate the induced field F2 in the

second cavity:

F 2  = f- IG 2  P2 e - x  JO (q 2 )/4l+- -  (1)

where x2=u 2 A/4, 6=2Q(w.-wi,,,)/w ° and q2 is the bunching parameter

at the input to the second cavity. The frequency w, is the

locking signal frequency and wcc is the cold cavity resonant

frequency. Since the bunching cavities are identical in the

present design I G2=I G=1. and / 2 =p 1 =l.9. Substituting these

quantities into Eq.(1) yields F 20.33 which is a factor of 11

higher than F1 . This analysis is supported by simulations using

the STS time-dependent code. Figure VI.8 shows output from STS
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time-dependent code for the amplitude of the second bunching

cavity field induced by beam bunching in the first cavity. The

magnetic field for this run was 31 kG. The normalized amplitude

increases to about F2 =0.54 in about 5 nsec. Since F1=0.03 for

the applied field in the second cavity, the field enhancement

factor is about 18 in this case. Use of Eq.(41) of Section II

leads to an order of magnitude increase in the bunching parameter

due to the presence of the second bunching cavity. Thus the

bandwidth estimate calculated in the preceding paragraph should

be achievable using a second bunching cavity.

The analytical results for the locking frequency bandwidth

are supported by simulations using the time-dependent STS code

described in Section II. Code results not based on perturbation

theory are shown in Figures VI.9-VI.ll for the output cavity

driven by a beam with q-2.0. The normalized locking frequency

shift is 0.1 percent and the magnetic field is 32.5 kG. The

efficiency of the driven oscillator is 14.3 percent and phase-

locked operation is achieved within 20 nsec. Figures VI.9,

VI.10, and VI.ll show the time evolution of the driven oscillator

efficiency, frequency shift, and phase, respectively.

In summary, a circuit design has been obtained for a phase-

locked intense-beam gyrotron oscillator with a locking frequency

bandwidth of -0.1%. The effective gain of output power to the

locking power needed to achieve this bandwidth is about 28 dB.

The bunching cavities are expected to be stable for all operating
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magnetic fields and to have adequate RF isolation (-50 dB). The

time to achieve phase-locked operation is about 20 nsec which is

compatible with the 30 nsec flat top of the VEBA voltage pulse.
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BUNCHING CAVITY COMPETING MODE SCAN
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Figure VI.2. Scan of Q x threshold beam power versus magnetic

field for the TE1 1 1 mode (heavy line) and competing

modes (numbered lines) in the bunching cavity. The

calculations assume a sinusoidal axial RF field

profile with L/X-2, circular polarization and

,x-0.75.
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BUNCIIING CAVIY WALL AND FIELD PROFILES
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Figure VI.3. Bunching cavity wall and RF field profiles.
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Figure VI.4. Axial RF field profile for TE1 2, output cavity.
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Figure VI.5. Scan of Q x threshold beam power for the TE1 21 mode

(heavy line) and competing modes (numbered lines)

in the output cavity. The calculations assume a

sinusoidal axial profile, circular polarization,

L/X=4.5 and a=0. 7 5 .
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3-CAVIY I'IIASE-LOCIEID GYROIRON DESIGN
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Figure VI.6. Threshold current curves for bunching and output

cavities based on realistic axial RF field

profiles.
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STS CODE OUTPUT FOR SECOND BUNCHIiNG CAVITY DRIVEN BY FIRSI

1= 3.10 IISLA0.6 Eo, - 40 kVvii

0.5 -
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0.0 . . I , I . . I .
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L (nsec)

Figure VI.8. Time evolution of RF field amplitude in second

bunching cavity induced by beam bunching in the

first cavity. The magnetic field is 31 kG and the

bunching parameter is q,-0.36.
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Figure VI.9. Time evolution of output cavity efficiency during

phase-locked operation. The calculation assumes

q 3 -2.0, a magnetic field of 32.5 kG, and locking

frequency shift Awo/o-=0.l%.
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Figure VI.10. Time evolution of output cavity frequency shift

relative to locking frequency for same parameters

as Figure IV.9.

129



1.00 B0  3.25 TESLA

0.75

0.50-

0.-25

0) 0.00
C)

- 0.25-

-0.50-

-0.75

-1.00 II

0.0 10.0 20.0 30.0 40.0 50.0

t (nsec)
Figu:e VI.ll. Time evolution of output cavity RF phase for same

parameters as in Figure IV.9.
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VII. VEBA Three-Cavity Phase-Locking Experiment

The first attempt to demonstrate phase locking on a high

power gyrotron device operating from a pulselin. accelerator

will take place in the three-cavity phase-locking experiment

described below.

A. Diagnostics

1. Frequency locking and phase locking

Frequency locking is generally diagnosed by heterodyning the

oscillator output with the external drive signal using a mixer

crystal. For a single-shot, short-pulse experiment, the beat

signal is generally directly observed on a fast oscilloscope.

If the gyrotron oscillator frequency is a frequency Af away from

the driver signal, and 6f is within the bandwidth of the

oscilloscope, the microwave pulse seen on the oscilloscope will

be modulated at the frequency Af. However, if the product Mat

is much less than 1, where At is the microwave pulse length, the

gyrotron will appear locked to the external driver, since only a

fraction of a cycle of the beat wave will be seen. That is,

frequency locking can only be diagnosed to the resolution

dictated by the pulse length.

The criteria for phase locking suggest that it will be

necessary to drive the oscillator within 0.1% of its free-
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running frequency in order for phase and frequency locking to

occur. Assume that the frequency detuning is 35 MHz out of 35

GHz. One full beat of the drive and oscillation frequencies

would then take At-l/Af-30 nsec, which probably exceeds the

useful "flat-top" of the VEBA voltage waveform

For that reason, based on the parameters of a short pulse

experiment, it may be much easier to observe phase locking

(which for a long pulse would require frequency locking) than to

observe frequency locking directly. However, it is possible

than even phase locking can only be observed on a multi-shot

basis, i.e. by observing that there is a fixed phase

relationship on each shot between oscillator and reference

signals. If the amplitude of reference and oscillator signals,

at the diagnostics, can be equalized (on a shot-to-shot basis),

phase locking can be observed using a hybrid coupler, such as a

"magic T." This is a "four-port" device that will separate two

equal signals into in-phase and out-of-phase components. To

facilitate this experiment, a pair of precision direct-reading

phase-shifters with an accuracy of 0.20 have been procured.

This is the first phase-locking diagnostic that will be

attempted. However, if the lack of shot-to-shot reproducibility

makes it impossible to equalize the drive and oscillator output

signals, it will be necessary to use a pair of mixer crystals,

with 180* phase shift in the oscillator signal between the two

crystals, combined with a differential amplifier, in order to
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generate a signal proportional to the sine or cosine of the

phase difference. A pair of matched mixer crystals have been

procured for this purpose.

B. Apparatus

1. Cavities

The first prebunching cavity must be low Q to the desired

TE1 1 mode, which will be injected into the cavity from the

reference source, as well as to any other modes that might

oscillate in the cavity, including modes coming in in higher

harmonics of the cyclotron interaction. The Q value selected to

achieve this is 200. Since this cavity is closed at each end,

the Q factor for a simple cylindrically symmetric cavity is

determined by ohmic losses and by the input coupling aperture.

These determine the internal and external Q values, Qi and Q,

respectively, with the total QT=QiQ./(Qi+Q ). Since the ohmic Q

would normally be very large (>1000) unless very resistive walls

were used, achieving the required Q with the coupling aperture

would result in a highly overcoupled configuration (0>>l, where

O=Qi/Q,). Furthermore, unless great care is taken with the

location of the aperture, for a Q of 200 in the TE11 1 mode, it

might not load all possible oscillating modes sufficiently to

prevent their oscillation. (In fact, it would not load at all

the modes with linear polarization in the plane of the coupling
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apertures.) For that reason, it was decided to load the cavity

Q by means of a pair of opposing axial slots, in order to reduce

the Qj of the TE,1 1 and TE, 2 modes to 400. In that case, a

coupling Q of 400 would yield a total Q of 200 at a 0 of 1.

Figure VII.l shows calculated "internal" Q values as a function

of slot angle for the TE1 1 mode as well as for several possible

competing modes. Achieving a Qi of 400 for the TE111 mode by

means of axial slots requires a full slot angle of 440* This

slot angle reduces the Q of the competin TE2 1 and TE31 to 85

and 34, respectively, and the Q of the TM0 1 mode to 65. (The

TM.1 mode was of possible concern, because it was not initially

clear if axial wall slots would substantially load a mode

without azimuthal wall currents.) In order to equalize the

loading for the TE11 1 and for the TE1 1 2 , which is also cutoff in

the drift spaces separating the cavities, the coupling aperture

was placed one-third of the distance from the end of the cavity,

rather than at the cavity midplane.

The output cavity Q of 400 should be determined principally

by the output coupling. Figure VII.2 shows calculated "slot Q"

versus slot half-angle for the output cavity. A full slot angle

of 30* was selected to yield a slot Q of -3000 for the preferred

polarization, thus not substantially changing the overall output

cavity Q, while effectively eliminating the orthogonal linear

polarization.
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The three microwave cavities and the connecting drift

sections are shown to scale in Fig. VII.3. Because of the

cavity slots, a separate vacuum enclosure surrounds the

cavities. The vacuum enclosure is lined with microwave

absorber, and is designed to isolate the three cavities from

each other, to avoid the possibility of undesired feedback.

In order to finalize the dimensions of the cavity slots and

coupling apertures, the 35 GHz prebunching cavity was scaled by

a factor of 3.5 to 10 GHz in X-band, and a cold test cavity was

fabricated. Using this cavity, a study was carried out of

cavity Q versus coupling aperture diameter at constant wall

thickness. Then, a pair of cavity slots were added to drop the

total Q to -200 according to design. The predictions of the

McDonald code' were born out with respect to the reduction in Q

due to the axial slots. However, the Code appeared to

overestimate the frequency shift due to the slots. In the X-

band cold test cavity, a tuning screw could be used to

compensate for small errors in the cavity resonant frequency.

Before ordering the final "hot-test" cavities, a 35 GHz full

scale model of the prebunching cavities was fabricated "in-

house" for further testing. In these 35 GHz tests, it was

discovered that the tuning screw was greatly depressing the

cavity Q, presumably due to ohmic losses. In soldering the

tuning screw hole shut to solve this problem, still lower Q

values were found to be due to solder contamination of the
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cavity. Finally, the cavity was completely cleaned and then

slotted, and a total Q of -200 obtained. However, the measured

input coupling was lower than predicted for a 0-1 configuration.

This last result is not yet understood.

Finally, precision hot test cavities were ordered, and

should arrive by mid-December. They will be carefully

characterized, and "trimmed" to specifications.

2. Beam formation

In order to form a cold, solid electron beam with an a-0.75,

a "helix-gun" approach was chosen, in which a cold 100 A

electron beam is produced by beam aperturing of a plasma-induced

field emission diode, and the required beam a is induced by

means of a helical wiggler magnetic field. The diode used in

this device is derived from the diode used in the VEBA FEL

experiment. 2 This approach is illustrated schematically in Fig.

VII.4. Based on the amplitude of the axial magnetic field in

the vicinity of the diode, a helix period of 4 cm was selected.

There are two basic approaches to "pumping up" the

transverse momentum of an electron beam with a helical wiggler

magnet. In the first approach, an untapered wiggler of fixed

length is used to resonantly pump the transverse momentum. In

the second approach, a tapered "adiabatic entry" wiggler is used

to inject the beam into wiggler orbits closely approximating
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ideal, constant axial velocity wiggler orbits, and then the

wiggler is abruptly terminated, releasing the electrons into the

uniform axial field with the same value of transverse momentum

that they had within the wiggler. Either approach should work

in the current experiment, and a wiggler magnet has been ordered

that should allow both approaches to be tried.
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Fig. VII.l. Calculated Q-value vs slot half-angle for the TE,1

mode and for possible competing modes in the

prebunching cavities.
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OUTPUT CAVITY Q vs SLOT ANGLE
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Fig. VII.2. Calculated Q-value vs slot half-angle for the TE.,

mode of the output cavity.
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VIII. Strongly Coupled Oscillator Experiment

A direct approach to the phase locking of two or more

oscillators is to link identical units together by one or more

coupling cavities. The resulting system of strongly coupled

oscilators has the advantage of not requiring a low power

locking source with its attendant concern of isolating the low

power source from the high power oscillator(s). The interest

here is to couple together two or more gyrotron cavities

operating in high order modes at very high power levels. This

requires that the cavities efficiently couple to each other and

excite the desired modes without exciting the unwanted modes.

In addition, the coupling system must be able to handle the

power and field strengths involved while permitting adjustments

to optimize the phase locking of the gyrotrons.

The proposed initial experiment involves strongly coupling

two high power gyrotron oscillators operating at 35 GHz in the

TE 6 2 mode. Operating alone, these oscillators have succeeded in

generating 100 MW of power using a febetron (750 keV, 1-2 kA

beam in the cavity) and 200 MW of power using VEBA (1.25 MeV, 3-

4 kA beam in the cavity). Operating together, the oscillators

will both be connected to VEBA which will provide a 1.0 to 1.5

MeV beam with ample current (6 to 10 kA) for both of the two

gyrotron cavities. The diodes of both oscillators will have the

same geometry on the front end of VEBA to produce two like
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beams. Each beam is separately directed to identical cavities

with apertures designed to permit approximately 10% of the power

to couple into a waveguide which links the two oscillator

cavities together. In this coupling waveguide, provision is

made to adjust the phase and attenuation of the coupling signal,

to sample the connecting signal, and to decouple the

oscillators. In a later section, the design details of the

coupling cavity show that despite many competing modes,

approximately 99% of the coupled energy is in the desired TE 6 2 1

mode at 35.2 GHz.

The work completed to date includes the design of the

magnetic field coils and the design of the coupling cavities and

the coupling waveguide structure and components between the two

oscillators. The magnetic field coils have been designed to

provide the required 35 kG in the cavity region while

accomodating the presence of the coupling waveguide between the

coils. The windings for the main axial guide magnetic field of

each oscillator will connected in series to ensure that each

simultaneously produces the same current. For the same reasons,

the cavity magnetic field windings will also be in series. If

AWG 10 PVC wire is selected, then the peak current will occur in

about 2 msecs which is an order of magnitude above the

penetration time of the fields through the stainless steel

vacuum enclosure. The temperature rise will be about 2 deg

Celsius per pulse which should not require special cooling

provisions.
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Since the two oscillator cavities will be placed as close

together as possible to minimize the radiation travel time

between the oscillator cavities, the radial extent of the

magnetic field windings around each tube has been minimized. To

avoid the two magnets from interfering with one another, some

magnetic shielding will be used. An aluminimum sleeve of 1/2"

wall thickness will be used to surround each of the two outer

magnetic field coil windings. For the cavity field which has a

peak current in a time of 2 msec, the field will differ by a

factor of approximately 30 on either side of two 1/2"

thicknesses of Aluminum. For the main field with a maximum

current at 4 msec, the ratio is about 10.

The initial fabrication and testing of the cavity and

coupling structures should be completed by the end of March.

Based upon the results of the cold tests, the final design and

fabrication is scheduled to be completed by the end of June.

Beginning in July, the experiment will then be tested to examine

its phase locking capabilities in the production of microwave

signals.

Coupling of High-Power High-Order-Mode Gyrotron Cavities

The coupling together of two gyrotron cavities operating in

the Te6 2 modes at very high power levels of 100 MW requires

consideration that the cavities efficiently couple to each
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other. Figure VIII.l shows a simplified diagram of the two

cavities connected with a length of waveguide and coupled via

aperture(s) or slot(s). Since the desired level of power

coupled from one cavity to the other is only a fraction (up to

-10 MW) of the output power (-100 MW) the coupling coefficients

1, and 12 between the low Q open cavities and intermediate

waveguide are much less than unity (weak coupling). The

matching at each end of the coupling waveguide is not perfect;

therefore, the intermediate (coupling) waveguide is a cavity

itself, labeled CAV3 in Fig. VIII.l. Hence, the aperture/slot

arrays that are designed to excite the desired CAVI and CAV2

modes (i.e., TE 6 2 ) must also excite a particular and relatively

pure mode in CAV3 in order for the total coupling system from

CAV1 to CAV2 to work and be efficient. Ohmic and mode

conversion losses in CAV3 must be reasonably low in order for

the transmission loss thru CAV3 to be low. Basically, if the

aperture/slot loaded Q of CAV3 (i.e., Q3, ) is much lower than

the unloaded Q (i.e., Q3u) of CAV3 (i.e., ohmic, etc., losses),

then the transmission loss will be small. This also gives a

means of controlling power flow experimentally by putting in

CAV3 a small variable loss to control the Q. Depending on the

Q's, a few dB loss can result in tens of dB of transmission loss

from CAV1 to CAV2.

Cavity Mode Excitation
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The calculation of the mode excitations is done by 'normal

mode theory'. This technique makes use of expanding the real

cavity fields (i.e., fields that include apertures, slots, wall

losses, coupling probes, etc.) as sums of normal mode fields

(i.e., fields without the disturbances).

The normal mode fields en, 94n satisfy

(V 2  , k 2 ) ' n  = 0

where kn gn = x Cn

ks en = X gn

V- En = 0 in V

n x En = 0 on S

The normal modes are normalized and orthogonal

v a Hb dv fV*a "b dv = 6
ab

so that the mode amplitudes

= +n dv

hn = Jv •  *dv

where and are the real cavity fields (with apertures, gaps,

etc.). So

n= en Cn
all n

all n
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the power transfered into or out of the cavity via the coupling

is

. • -( (x x 9, *) ds

for coupling via the 9, fields and

( ) fdv ( x 'ds

for coupling via the 4n fields solving for h,, and en gives

equations for the field amplitudes in terms of the fields at the

surface of the cavity.

•I* 4- *

-jWiSf(9 x en )'ds + knls(E x Hn )ds
en - k2 -kn 2

-jcop'fs( x '. d' + kn f( x * )ds
hn " k _kn

For aperture coupling (rather than probes, loops, etc.)

-*

x = 0 at the surface of the cavity.
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[If a probe or loop coupling is used, 9 x e. P 0 over the

probe or loop.] Also, if we only consider aperture and slots

with slot field - E99 only, (i.e., only a transverse E-field,

no axial E-field) then

X 0 for H, only

TE mode coupling only.

Thus, if we use only axial slots and apertures in the side walls

with transverse directed E-field slot excitation, then only TE

modes are coupled to.

Then

jWCL (g x gn*)'dsh ,, k n - k n 2

knf5 (9 x in*)'ds
en

k 2  - kn2

for TE modes with side wall excitation. Lumping the power

output of the cavity in each TE normal mode into a loaded Qn

gives expressions for the coupling in terms of the axial slot or

aperture field Es only
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x it,*)'ds
sloten

(1-j ) wnPG
k 2 - k 2 + Q

jwce n
h , = k ,

for axial slot coupling and TE modes. It is interesting to note

that, at resonance, that

en (and hn )a Qnf (9, x H )*ds

i.e., that the field strength of the excited nth mode (TE) is

proportional to the Q of the mode, the slot E field area and

strength, and to the normalized axial magnetic field strength at

the wall (at the slot location). The energy stored in the

cavity in the nth mode is

un - (fv Ihn Hn 2 dv + CIen C I2dv) c I en,

Since power in the nth mode is (and noting Hn  j4cl en at

resonance)

coUn
PnpPn=Qn

then
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P, - I f (9. x 4,,*).dsl 2

2k2  slot

One would expect the coupling to whispering gallery type modes

to be stronger than coupling to low order azmuthal mode as the

axial H field is stronger at the wall for the higher order

modes. Mode suppression of unwanted modes can be had by loading

the mode by appropriate loss, slots, etc., to lower the Q and by

minimizing

fg, x gnz**ds

slots

which can be done by placing the coupling apertures at gn,

nulls and/or cancellation. For example, if Hn2 varies as sin

2koz and E. varies as sin koz, then

o /+e/2 ( x gnt*)'ds = 0

0 -e / 2

and no coupling results.

This is just like a directional coupler where the phase

velocity of the desired coupled modes has to match unwanted

modes phase velocity different by at least 1/2 beat wavelength

over the length of the coupler. Cancellation can also be done

by, for example, arranging the polarities of the driven slot
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field to be in opposite polarity with respect to local gn2

field.

Mode Suppression by the Selection and Positioning of Coupling

Apertures

Figure VIII.2 shows the planned coupled gyrotron cavities

physical profile with a flat middle region of -2 cm length and

1.60 cm radius and the calculated (CAVRF) axial field profile.

The middle region looks very much like the center portion of a

sinusoidal cavity of -4 cm length. As it is desired to only

place the coupling slots or apertures in the middle region, for

constructional convenience as much as anything, calculations

have been done with sinusoidal fields. The calculations could

be done for the exact calculated profile(s) but this is not

necessary as the result would be very similar to a sinewave

calculation.

Figure VIII.3 is a calculation for a 1 mm long axial

aperture located at the center of the cavity. In this

calculation all the mode Q's were assumed to be Q, = 300,

although any Q can be used (such as the Q's calculated from

CAVRF). The TE6 21 mode is swamped out by a number of other

modes. A decomposition of the modes at -?5.20 GHz (resonant

frequency of the TE6 21 ) gives a breakdown of the percentage

power going into each mode. The significant modes are
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TEO = .5% TE6 21 = 20.8%

TE1 = 4.4% TE-0,1,1 = 66.0%

TE2 35 = 5.0% All other modes <2%

TE32 7  = 1.0%

TE3 33= .6%

Note that the TE10,1 mode is very strongly coupled to and only

-21% of the power goes into TE6 2 . Obviously a single aperture

excites too much of the other modes.

Figure VIII.4 shows the same cavity excited by a single 4 cm

long axial slot (or line array of closely space apertures) from

a waveguide of the same axial wavelength (i.e., directional

coupler type coupling). Now all the higher order axial modes

are suppressed. The decomposition at 35.20 GHz is then

TE I  = 4.8%

TE 6 21 = 22.7%
TE= 72.3%

Although the spectrum is now cleaner, there is actually little

difference in the power coupled into the TE6 2 mode at the Te6 2

frequency.

The relative power coupled in Figs. VIII.3 to VIII.5 is

calculated for the same aperture or slot E field strength in all

cases and shows the greatly increased coupling for large size

and/or number of apertures or slots.
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A number of slot configurations were tried to suppress the

strong TE 1 0 1,. A pair of slots are placed at .314 radians apart

(azimuthally) and driven in - phase (E0 vector polarity in same

9 direction) is actually ideal for suppressing the TE 1 0,1 for

all TE10,1 polarizations. The decomposition at 35.20 GHz is

TE141 = 37.0%

TE 6 21  = 62.2%

TE 10 ,1 ,1  < 1%

Now the TE 6 21 is coupled to dominantly, but the TE 1 4 1 is coupled

to significantly. If the TE1 41 is loaded (for instance, by 4

axial slots) to a Q 30, then at 35.2 GHz

TE1 41 = 15.2%

TE 6 21  83.7%

TE 10 ,1 ,1  < 1%

This may be a suitable design depending on whether or not the

TE1 4 mode can be suitably loaded without loading the TE6 2 .

A better design has been found by placing the pair of 2 cm

axial slots 0.619 radians apart and fed out of phase. This is

illustrated in Figure VIII.5. At 35.20 GHz the decomposition is

TE621 = 98.9%

all others = 1.1%
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Thus, almost perfect mode selectivity to the TE 6 21 mode can be

achieved and without resorting to trying to load unwanted modes.

This is not to say that some loading (slotting) is not desirable

to prevent unwanted oscillations or maintain particular

polarizations, but heavy loading is not necessary to minimize

its coupling in the excitation.

Coupling Cavity Between Oscillators

If the standard WR28 guide (7.1 mm x 3.6 mm) is used to

couple the gyrotrons at a power flow of -10 MW (both oscillating

in steady state), a peak field strength of - 1 MV/cm is realized

in the guide. Although this is below simple theoretical

multipactor breakdown (-3 MV/cm) for this gap and frequency it

is not a large margin as bends, discontinuities (from

components), etc., could increase the peak field strength to

that level.

A somewhat better choice of waveguide is an oversized guide

of 8 x 6 mm size (i.e., WR62) but operating in the TE 0 1 mode.

This is also convenient from the coupling aspect to achieve the

effective out of phase feeds by staggering the coupling slots

every X9/2 and -.62 radians apart (-1 cm).

Figure VIII.6 illustrates the concept. A septum is

necessary to prevent mode conversion to TE1 , and TE1 2 in the
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WR62 guide in the coupling region (not necessary elsewhere).

This choice of guide not only allows convenient coupling to the

TE62 (with Te1 4 and TE1 0,1 suppression) but reduces the peak

field strength in the WR62 to -450 kV/cm. Also, since the WR62

is essentially fundamental mode (in the narrow width direction)

bends and component irregularities can be introduced with

minimal mode conversion and loss. Also, the loss is lower in

the WR62 than the WR28, 0.0018 dB/cm vs 0.0054 dB/cm. As the

guide is a resonator of Q - 700 (for 40 cm length and 01-02-0.1)

this gives a loss of -0.8 dB for WR28 guide and 0.3 dB for WR62

guide, or -0.5 dB less loss. A variable attenuator (for

coupling variation) with a single pass attenuation of -5 dB

would result in a Q spoiled transmission loss of -20 dB. This

would allow power coupled (steady state) from -10 MW down to

-0.1 MW. The attenuator could be a 5 cm length of lossy wall (R

- i/Q-cm) that is adjusted up and down to give -0 to 5 dB

attenuation. Also desired is a phase shifter which can consist

of a split piece (in narrow walls) of WR62 guide between a

caliper to adjust the phase velocity in a -5 cm length. Also

desirable is a directional coupler to sample the power flow

between the gyrotrons and probably a switch to establish

complete isolation. These components will be designed and made

to operate in the vacuum environment.
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CAVITY CROSS-SECTION AND

RF AXIAL FIELD PROFILE
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Fig. VIII.2. Cavity Cross-section and RF Axial Field Profile.

158



00
V__ 44

rNN

- N

- 1-1

w 0)

w W00

I4-

U )0

(4) 4~

ul> -14

'159



C0
0

0'

-A-
,U

o

4-4

D N

tO m

C) ----.--- 0 N 4

\ :f CD

00

U5 ,

io 4i

x 0

o. Cl r )

0 0 0 0

0 *0

0m
0 0

0 0 0 0

160
0 0- Q) 0 lullll



0- 1
004

wz

o, a

+ 0 a

DL (T)

4- 4 -'

L N U)

0'

(1) it

00U

N -4 -

In) Un C

0 En

-J4-

LD-4

0

-4q

0
0

0

L 0 6p



TE 6 2 CAVITY AND COUPLING METHOD

1.6 cm

Tig. MODE I.6. cm 6  CaiyadCopigMt O

1621



4740 DISTRIBUTION LIST

Air Force Avionics Laboratory
AFWAL/AADM-l
Wright/Patterson AFB, Ohio 45433
Attn: Walter Friez 1 copy

Air Force Office of
Scientific Research

Bolling AFB
Washington, D.C. 20332
Attn: H. Schlossberg 1 copy

Air Force Weapons Lab
Kirkland AFB
Albuquerque, New Mexico 87117
Attn: Dr. William Baker 2 copies

Columbia University
520 West 120th Street
Department of Electrical Engineering
New York, N.Y. 10027
Attn: Dr. S.P. Schlesinger 1 copy

A. Sen

Columbia University
520 West 120th Street
Department of Applied Physics

and Nuclear Engineering
New York, New York 10027
Attn: T.C. Marshall I copy

R. Gross

Cornell University
School of Applied and Engineering Physics
Ithica, New York 14853
Attn: Prof. Hans H. Fleischmann 1 copy

John Nation 1 copy
R. N. Sudan 1 copy

Dartmouth College
18 Wilder, Box 6127
Hanover, New Hampshire 03755
Attn: Dr. John E. Walsh 1 copy

Department of Energy
Washington, D.C. 20545
Attn: T.V. George/ER-531, GTN 1 copy

163



Defense Advanced Research Project Agency/DEO
1400 Wilson Blvd.
Arlington, Virginia 22209
Attn: Dr. S. Shey 1 copy

Dr. L. Buchanan 1 copy

Defense Communications Agency
Washington, D.C. 20305
Attn: Dr. Pravin C. Jain

Assistant for Communications

Technology 1 copy

Defense Nuclear Agency
Washington, D.C. 20305

Attn: Mr. J. Farber 1 copy
ME. Lloyd Stossell 1 copy

Defense Technical Information Center

Cameron Station
5010 Duke Street
Alexandria, Virginia 22314 2 copies

Georgia Tech. EES-EOD
Baker Building
Atlanta, Georgia 30332

Attn: Dr. James J. Gallagher 1 copy

Hanscomb Air Force Base
Stop 21, Massachusetts 01731
Attn: Lt. Rich Nielson/ESD/INK 1 copy

Hughes Aircraft Co.
Electron Dynamics Division
3100 West Lomita Boulevard
Torrance, California 90509

Attn: J. Christiansen 1 copy
J.J. Tancredi 1 copy

KMS Fusion, Inc.
3941 Research Park Dr.
P.O. Box 1567
Ann Arbor, Michigan 48106
Attn: S.B. Segall 1 copy

Lawrence Livermore National Laboratory
P.O. Box 808
Livermore, California 94550

Attn: Dr. D. Prosnitz 1 copy
Dr. T.J. Orzechowski 1 copy

Dr. J. Chase 1 copy

Dr. M. Caplan 1 copy

Los Alamos Scientific Laboratory

P.O. Box 1663, AT5-827
Los Alamos, New Mexico 87545
Attn: Dr. J.C. Goldstein 1 copy

164



Dr. T.J.T. Kwan 1 copy
Dr. L. Thode 1 copy
Dr. C. Brau 1 copy
Dr. R. R. Bartsch 1 copy

Massachusetts Institute of Technology
Department of Physics
Camlridge, Massachusetts 02139
Attn: Dr. G. Bekefi/36-213 1 copy

Dr. M. Porkolab/NW 36-213 1 copy
Dr. R. Davidson/NW 16-206 1 copy
Dr. A. Bers/Nw 38-260 1 copy
Dr. K. Kreischer 1 copy

Massachusetts Institute of Technology
167 Albany St., N.W. 16-200
Cambridge, Massachusetts 02139
Attn: Dr. R. Temkin/NW 14-4107 1 copy

Dr. B. Danley 1 copy

Spectra Technologies
2755 Northup Way
Bellevue, Washington 98004
Attn: Dr. J.M. Slater 1 copy

Mission Research Corporation
Suite 201
5503 Cherokee Avenue
Alexandria, Virginia 22312
Attn: Dr. M. Bollen 1 copy

Dr. Tom Hargreaves 1 copy

Mission Research Corporation
1720 Randolph Road, S.E.
Albuquerque, New Mexico 87106
Attn: Dr. Ken Busby 1 copy

Mr. Brendan B. Godfrey 1 copy

SPAWAR
Washington, D.C. 20363
Attn: E. Warden

Code PDE 106-3113 1 copy
G. Bates
PMW 145 1 copy

Naval Research Laboratory
Addressee: Attn: Name/Code
Code 1001 - T. Coffey 1 copy
Code 1220 - Security 1 copy

Code 2628 - TID Distribution 22 copies
Code 4000 - W. Ellis 1 copy
Code 4600 - D. Nagel 1 copy
Code 4700 - S. Ossakow 26 copies
Code 4700.1 - A.W. Ali 1 copy
Code 4710 - C. Kapetanakos 1 copy
Code 4740 - Branch Office 25 copies
Code 4740 - W. Black 1 copy

165



Code 4740 - A. Fliflet 1 copy
Code 4740 - S. Gold 1 copy
Code 4740 - A. Kinkead 1 copy
Code 4740 - W.M. Manheimer 1 copy
Code 4740 - M. Rhinewine 1 copy
Code 4770 - G. Cooperstein 1 copy
Code 4790 - B. Hui 1 copy
Code 4790 - C.M. Hui 1 copy
Code 4790 - Y.Y. Lau 1 copy
Code 4790 - P. Sprangle I copy
Code 5700 - J. Montgomery 1 copy
Code 6840 - S.Y. Ahn 1 copy
Code 6840 - A. Ganguly 1 copy
Code 6840 - R.K. Parker 1 copy
Code 6840 - N.R. Vanderplaats 1 copy
Code 6850 - L.R. Whicker 1 copy
Code 6875 - R. Wagner 1 copy

Northrop Corporation
Defense Systems Division
600 Hicks Rd.
Rolling Meadows, Illinois 60008
Attn: Dr. Gunter Dohler 1 copy

Oak Ridge National Laboratory
P.O. Box Y
Mail Stop 3
Building 9201-2
Oak Ridge, Tennessee 37830
Attn: Dr. A. England 1 copy

Office of Naval Research
800 N. Quincy Street
Arlington, Va. 22217
Attn: Dr. C. Roberson 1 copy

Dr. W. Condell 1 copy
Dr. T. Berlincourt 1 copy

Office of Naval Research
.1030 E. Green Street
Pasadena, CA 91106
Attn: Dr. R. Behringer 1 copy

Optical Sciences Center
University of Arizona
Tucson, Arizona 85721
Attn: Dr. Willis E. Lamb, Jr. 1 copy

OSDiSDIO

Attn: IST (Dr. H. Brandt)
Washington, D.C. 20301-7100 5 copies

Pacific Missile Test Center
Code 0141-;
Point Muqa, California 93042
Attn: Will E. Chandler 1 copy

166



Physical Dynamics, Inc.
P.O. Box 10367
Oak±and, California 94610
Attn: A. Thomson 1 copy

Physics International
2700 Merced Street
San Leandro, California 94577
Attn: Dr. J. Benford 1 copy

Princeton Plasma
Plasma Physics Laboratory
James Forrestal Campus
P.O. Box 451
Princeton, New Jersey 08544
Attn: Dr. J. Doane 1 copy

Quantum Institute
University of California
Santa Barbara, California 93106
Attn: Dr. L. Elias 1 copy

Raytheon Company
Microwave Power Tube Division
Foundry Avenue
Waltham, Massachusetts 02154
Attn: N. Dionne 1 copy

Sandia National Laboratories
ORG. 1231, P.O. Box 5800
Albuquerque, New Mexico 87185
Attn: Dr. Thomas P. Wright 1 copy

Mr. J.E. Powell I copy
Dr. J. Hoffman 1 copy
Dr. W.P. Ballard 1 copy
Dr. C. Clark 1 copy

Science Applications, Inc.
1710 Goodridge Dr.
McLean, Virginia 22102
Attn: Adam Drobot 1 copy

D. Bacon 1 copy

167



Stanford University
High Energy Physics Laboratory

Stanford, California 94305
Attn: Dr. T.I. Smith 1 copy

TRW, Inc.
Space and Technology Group

Suite 2600
1000 Wilson Boulevard
Arlington, VA 22209
Attn: Dr. Neil C. Schoen 1 copy

TRW, Inc.
Redondo Beach, California 90278

Attn: Dr. H. Boehmer 1 copy
Dr. T. Romisser 1 copy

University of California
Physics Department
Irvine, California 92717
Attn: Dr. G. Benford 1 copy

Dr. N. Rostoker 1 copy

University of California
Department of Physics
Los Angeles, CA 90024
Attn: Dr. A.T. Lin 1 copy

Dr. N. Luhmann 1 copy
Dr. D. McDermott 1 copy

University of Maryland
Department of Electrical Engineering
College Park, Maryland 20742
Attn: Dr. V. L. Granatstein 1 copy

Dr. W. W. Destler 1 copy

University of Maryland
Laboratory for Plasma and Fusion

Energy Studies
College Park, Maryland 20742
Attn: Dr. Jhan Varyan Hellman 1 copy

Dr. John Finn 1 copy
Dr. Baruch Levpsh 1 copy
Dr. Tom Antonsen 1 copy
Dr. Edward Ott 1 copy

University of Tennessee
Dept. of Electrical Engr.
Knoxville, Tennessee 37916

Attn: Dr. I. Alexeff 1 copy

University of New Mexico
Department of Physics and Astronomy

800 Yale Blvd, N.E.
Albuquerque, New Mexico 87131
Attn: Dr. Gerald T. Moore 1 copy

Dr. Stan Humphries 1 copy

168



University of Utah
Deparment of "Lectrical Engineering
3053 Merrill Engineering Bldg.
Salt Lake City, Utah 84112
Attn: Dr. Larry Barnett 1 copy

Dr. J. Mark Baird 1 copy

U. S. Naval Acad'emy
Annapolis, Maryland 21402-5021 1 copy

U. S. Army
Harry Diamond Labs
2800 Powder Mill Road
Adelphi, Maryland 20783-1145
Attn: Dr. Edward Brown 1 copy

Dr. Michael Chaffey 1 copy
Dr. Howard Brandt 1 copy

Varian Associates

611 Hansen Way
Palo Alto, California 94303
Attn: Dr. H. Jory 1 copy

Dr. David Stone 1 copy
Dr. Kevin Felch I copy
Dr. A. Salop 1 copy

Varian Eimac San Carlos Division
301 Industrial Way
San Carlos, California 94070
Attn: C. Marshall Loring 1 copy

Yale University
Applied Physics
Madison Lab
P.O. Box 2159
Yale Station
New Haven, Connecticut 06520
Attn: Dr. N. Ebrahim 1 copy

Dr. I. Bernstein 1 copy

169


